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Questions
1. What is the composition of merger ejecta? 

2. What is the main energy source? α, β, γ, or fission? 

3. Is it Sr II, He I or else, which forms 104A signature in GW170817? 

4. How much angular dependence will be? 

5. What can we learn from the nebular phase? 

6. How kilonova remnants look like? 

8. How do we get good atomic data? 

9. Which elements can be seen as absorption lines in kilonova? 

10.Can we develop non-LTE transfer models?

Technical questions



What is the composition of merger ejecta?

site. More recent works focus on the late chemical evolution in the Milky Way. The ratio of r-process
elements to Fe, [Eu/Fe], declines for [Fe/H]> �1, where [X/Y] = log

10
(NX/NY)� log

10
(NX/NY)�,

NX is the abundance of an element X, and � refers to the solar value. It has been questioned
whether such a behavior is consistent with the expected merger history in the Milky Way (Côté
et al., 2016; Komiya & Shigeyama, 2016).

Our goal in this article is twofold. First we summarize the cumulative evidences supporting
that r-process nucleosynthesis takes place in rare events in which a significant amount of r-process
elements are produced in each event. Using the rate and mass ejection per event inferred from
these measurements, we test the neutron star merger scenario for the origin of r-process elements in
the cosmos. This evidence clearly rules out the normal cc-SNe scenario. Moreover, the rate agrees
with merger estimates from galactic binary neutron stars, from sGRBs, and from GW170817. At
the same time the amount of matter is consistent with the kilonova/macronova, AT2017gfo, and
the candidates associated with cosmological sGRBs. Second, we turn to the Galactic chemical
evolution of r-process elements at later times [Fe/H]& �1 and discuss whether the neutron star
merger scenario can consistently explain the observed distribution of [Eu/Fe].

2 r-process production rate, sGRBs, and GW170817
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Figure 1: The solar abundance pattern of r-process elements (left) and its cumulative abundance
(right). The solar r-process abundance pattern is taken from Goriely (1999); Lodders (2003).

Before discussing details, we describe here the r-process abundance pattern. Figure 1 shows the
solar abundance pattern of r-process elements taken from (Goriely, 1999; Lodders, 2003). There are
three peaks. For the solar abundance pattern, most of the mass of r-process elements (⇠ 80%) is
around the first peak. However, the abundance ratio of the first peak to the second peak of extreme
metal poor stars, of which the abundance pattern likely reflects a single nucleosynthesis event, is
often di↵erent from that of the solar pattern. Some of these stars exhibit abundance patterns beyond
the second peak (heavy r-process) that are similar to the solar pattern. However, they don’t contain
similar amounts of the first peak elements as compared with expectations from the solar abundance
pattern (e.g. Sneden et al. 2008 and references therein). At the same time, there are stars that
contain a substantial amount of the first peak elements but do not show a significant enrichment of
heavy r-process elements (e.g. Honda et al. 2006). This suggests that the ratio between “heavy” and
“light” r-process abundances varies among events or there may be di↵erent kinds of astrophysical
phenomena producing “light” and “heavy” r-process elements. For instance, electron capture and
cc-SNe could produce a su�cient amount of “light” r-process elements (e.g. Roberts et al. 2010;
Wanajo et al. 2011). Therefore, it is important to keep in mind that it is unclear what the minimal
atomic mass number of elements produced by r-process events is.

Since rate estimates of r-process events are sensitive to the minimal atomic mass number as-
sumed, we consider here two scenarios in which an astrophysical phenomenon predominantly pro-
duces (i) all the r-process elements (Amin = 69) and (ii) only heavy r-process elements (Amin = 90).
The mass fractions of the lanthanides out of the total r-process elements for these two cases are
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Figure 5. Top panels: Ye distributions for three representative cases; the equal-mass merger leaving a hypermassive neutron
star (SFHo135-135; left), the asymmetric merger leaving a hypermassive neutron star (SFHo120-150; center), and the case in
which a massive neutron star survives for more than 10 s (model DD2-135 in Fujibayashi et al. 2020a; right). The blue and
red shaded histograms denote those of dynamical and post-merger ejecta, respectively, and the gray lines denote the total
distribution. Bottom panels (under construction): Abundance distribution corresponding to models in the top panels. The blue
and red curves denote the contributions from dynamical and post-merger ejecta, respectively, and the gray curves denote the
total nucleosynthetic yields.

Experimentally evaluated rates are adopted if they are
available (JINA REACLIB V2.0,1 Cyburt et al. 2010;
Nuclear Wallet Cards2) and otherwise theoretical ones
are adopted. The theoretical rates for neutron, pro-
ton, and alpha captures (TALLYS; Goriely et al. 2008)
and beta-decays (GT2; Tachibana et al. 1990) are based
on a microscopic nuclear mass model (HFB-21; Goriely
et al. 2010). Theoretical spontaneous, beta-delayed, and
neutron-induced fission rates are those predicted from
the HFB-14 mass model (Goriely et al. 2007) with the
fission fragment distributions adopted from the GEF
model (Schmidt & Jurado 2010; version 2021/1.13).
Neutrino-induced reactions are not included in the nu-
cleosynthesis calculations, because they are expected to
play only minor roles in our present models (except for
setting the values of Ye for T & 10 GK; see the bottom
panel of Fig. 12).

Each nucleosynthesis calculation starts at which the
temperature decreases to 10 GK with the initial compo-
sition of 1 � Ye and Ye for free neutrons and protons,
respectively. Because of the high temperature, the nu-

1 https://groups.nscl.msu.edu/jina/reaclib/db/index.php
2 http://www.nndc.bnl.gov/wallet/
3 http://www.khschmidts-nuclear-web.eu/GEF-2021-1-1.html

clear composition immediately settles into that in NSE
after the beginning of the calculation. Such a simple
choice for the initial composition is justified from the
fact that almost the entire ejecta, even the tidally ex-
pelled component of the dynamical ejecta, experience
higher temperature than 10 GK as shown in the top-
right panel of Fig. 1.

3.4.2. Nucleosynthetic yields

The bottom-left and bottom-middle panels of Fig. 5
show the calculated nucleosynthetic yields for models
SFHo135-135 and SFHo120-150. Here, Y (A) indicates
the abundance (number per nucleon) of the nuclei with
atomic mass number A. For the equal-mass merger case,
the nuclear abundance of the dynamical ejecta (shown in
the blue curve) is in a reasonable agreement with that of
the solar r-residuals with a small underproduction of the
first peak of r-process nuclei (A ⇠ 80; as also found in
Wanajo et al. 2014; Radice et al. 2018; Kullmann et al.
2022). On the other hand, as a result of the lower typical
value of Ye, the first peak nuclei are more severely un-
derproduced in the dynamical ejecta of the asymmetric
merger. Because of the similar typical electron fraction
with Ye ⇡ 0.3 (see the top-left and top-middle panels of
Fig. 5), the post-merger ejecta for mergers of both equal-
mass and asymmetric binaries have a similar abundance
pattern (red curves) with a production mainly of the first
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Figure 4. Final trajectory-averaged abundances as a function
of mass number, scaled by the total ejecta mass, for all models
with non-zero viscosity. The observed solar r-process abundances
(Arnould et al. 2007) are scaled to match the second peak of the
HMNS models at A = 130 (none of the abundances from our
models have been scaled).

outflow, and then they are ejected again almost immediately.
This creates a spike in their density profile that results in sig-
nificant heating, as evidenced by the fact that they all have
T > 5 GK at t ⇠ 2 s. However, before this late-time heating
occurs, r-process nucleosynthesis has already taken place in
these trajectories, and all free neutrons have been captured
onto seed nuclei. Thus, the composition before the heating
spike consists of heavy elements with �-decay half-lives of
milliseconds to seconds. These elements decay and raise the
overall electron fraction of the material to Ye ⇠ 0.38� 0.40,
which is the characteristic Ye at 1� 3 seconds after neutron
exhaustion for the r-process, for a wide range of initial Ye.
The late-time heating then simply pushes the material back
into NSE, but the electron fraction remains unchanged. The
resulting entropy depends on the amount of heating received
by each trajectory, as determined by how far the material
falls back into the disk. This class of trajectories therefore
ends up with electron fractions Ye,5GK ⇠ 0.38 � 0.40 and
nucleosynthesis start times of t5GK ⇠ 2 s, with uncorrelated
entropies.

3.4 Nucleosynthesis

3.4.1 Final abundances

The mass-averaged composition of the ejecta for all mod-
els with non-zero viscosity is shown in Figure 4. The abun-
dances are multiplied by the total ejecta mass to empha-
size their relative contributions to the di↵erent r-process
regions. Models H000 and H010 (prompt non-spinning BH
and shortest-lived HMNS, respectively) agree most closely
with the Solar System r-process abundances (Arnould et al.
2007), which have been scaled to match the second peak at
A = 130 (the abundances from our models have not been
scaled). The abundances around the third r-process peak in
these two models approach the solar values, whereas in all
other models production of the third peak is too low com-
pared to solar. H000 and H010 also have the best agreement

with the solar rare-earth peak around A ⇠ 165. While these
two models under-produce the first r-process peak (A ⇠ 80),
they agree rather well with the feature around A ⇠ 100, in
contrast to all other models which over-produce it.

While the good agreement between models H000/H010
and the solar r-process abundances could be taken as an in-
dication of short HMNSs lifetimes being more common, one
has to keep in mind that Figure 4 assumes that the entire
second solar r-process peak is due to the disk outflow. Other
sources such as the dynamical ejecta from NSNS/NSBH
mergers and core-collapse supernovae can also produce sig-
nificant amounts of r-process elements. The expected abun-
dance patterns are weighted toward the third peak for the
dynamical ejecta (e.g., Goriely et al. 2011; Wanajo et al.
2014; Roberts et al. 2017) and toward the first peak for
core-collapse supernovae (e.g., Wanajo 2013; Shibagaki et al.
2016; Vlasov et al. 2017). The solar r-process abundance
is thus the outcome of the contribution from each source
weighted by their rate and yield per event.

In all models, the third peak is shifted to slightly
higher mass numbers, which is a well-known shortcoming
of the FRDM mass model (e.g., Mendoza-Temis et al. 2015;
Mumpower et al. 2016). We also see an abundance spike at
A = 132 in all models. This spike is due to some trajec-
tories experiencing late-time heating that photodissociates
neutrons from synthesized heavy elements. This results in
additional neutron capture and a pile up of material at the
doubly magic nucleus 132Sn (N = 82 and Z = 50). Wu
et al. (2016) also observed this phenomenon and described
it in detail.

The models with longer HMNS lifetimes have less
neutron-rich ejecta (Figure 2) and hence synthesize a greater
fraction of first peak material. Once the HMNS lifetime is
longer than 100 ms, the first peak (70 6 A 6 90) is over-
produced with respect to the solar values, when the abun-
dances are normalized to the second peak. Again, we em-
phasize that the r-process yield from disk outflows is com-
plementary to that from the dynamical ejecta, which tends
to produce more neutron-rich nuclei.

We quantify the relative contribution of each model to
the di↵erent regions of the r-process distribution by comput-
ing average abundances around the peaks and normalizing
them to the solar values. The abundance of the second peak
Y2nd is computed as the sum of the abundances in the range
125 6 A 6 135, excluding A = 132 to avoid the spike at
that mass number. For the first peak abundance Y1st, we
use the sum of abundances in the range 70 6 A 6 90. For
the rare-earth peak YRE, we use 160 6 A 6 166 and for the
third peak we use 186 6 A 6 203. The quantity [Y1st/Y2nd]
shown in Table 2 is defined as

[Y1st/Y2nd] = log10

Y1st

Y2nd
� log10

Y1st,�

Y2nd,�
, (5)

where Y1st,� and Y2nd,� are the abundances of the third
and second peak as observed in the solar system, respec-
tively. The same procedure is used to compute [YRE/Y2nd]
and [Y1st/Y2nd]. Using the solar r-process abundances from
Arnould et al. (2007), we find log Y1st,�/Y2nd,� = +1.3,
log YRE,�/Y2nd,� = �1.1, and log Y3rd,�/Y2nd,� = �0.42,
which we use to normalize the values shown in Table 2.

The di↵erent peak ratios shown in Table 2 quantify the
trends apparent in Figure 4. For models H000 and H010,

c� 2017 RAS, MNRAS 000, 1–18
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Figure 14. Left column: Histograms for the mass distribution versus electron fraction .4 as measured at radii of 104 km in the hydrodynamic simulations.
Right column: Corresponding abundance distributions of nuclei synthesized in the ejecta as function of mass number, �. The colors refer to the same models
that are plotted on the left. Mass fractions corresponding to the models are normalized to sum up to unity, while the solar abundance pattern (depicted by open
circles) is normalized to the � = 130 mass fraction of model m01m3A8. In all panels the thick (thin) lines are used for models including (neglecting) neutrino
absorption. The black lines always refer to the same, fiducial model, m01M3A8(-noa). From top to bottom (only) the following ingredients are varied with
respect to those of the fiducial model: Initial torus mass, black hole mass, black hole spin, viscous U parameter, neutrino interaction physics (&=? and <4

corrections (green lines) and weak magnetism correction (red lines)), treatment of turbulent viscosity (;t=const. viscosity (green lines), and MHD (red lines)).

MNRAS 000, 000–000 (0000)

Fujibayashi+22, dynamical + post-merger

Just+22, post-merger

Lippuner+17, post-merger with HMNS
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Figure 17. Electron fraction of the ejecta before the activation of the r-process (left panel) and final nucleosynthetic abundances (right
panel). The histograms show the results from our fiducial subset of simulations. We only include models with total ejecta mass larger
than 5 ⇥ 10�5 M�. The green dots in the right panel show the solar abundances from Arlandini et al. (1999). All abundance curves are
normalized by fixing the overall fraction of elements with 180  A  200.

shown in Fig. 19 where we compare composition and nu-
cleosynthesis yeids between the LS220 M135135 M0 and
LS220 M140120 M0 binaries which are representative of
the general trend with mass ratio. The relative abun-
dances are normalized as in Fig. 17 over the mass range
180  A  200. Because of the more abundant tidal tail
the relative composition of the ejecta is shifted to lower
Ye. This a↵ects the relative abundances of first-peak r-
process elements which are reduced by factors of several.

A similar trend is also present in the simulations that do
not include neutrino re-absorption, see Table 2.

Even though there are di↵erences in the quality and
quantity of the dynamical ejecta, the r-process nucle-
osynthesis appears to be only weakly sensitive to the
EOS. In Fig. 20 we show electron fraction distributions
and final isotopic abundances for the dynamical ejecta
from the (1.35 + 1.35) M� binary simulated with dif-
ferent EOSs. Neutrino re-absorption has been included

Radice+18, dynamical

Outcomes of simulations



What we can surely say for GW170817
11

Figure 9. Bolometric light curves for di↵erent nuclear compositions. The ejecta mass is chosen to be 0.1M� for 141  A  209 and
0.05M� for the others. The values of the opacity are the followings: 0.3 cm2/g (v > 0.18c) and 3 cm2/g (v  0.18c) for Amin = 72,
0.5 cm2/g (v > 0.2c) and 3 cm2/g (v  0.2c) for Amin = 85, and 0.1 cm2/g (v > 0.18c) 3 cm2/g (v  0.18c) for Amin = 141.

for this di↵erence is, at least in part, due to the fact that Waxman et al. (2018, 2019) assume that the energy of the
deposited electrons is 1MeV, while experimental data show that at the relevant time it is typically lower (see figure
1), which corresponds to a larger value of tth,� .

An interesting point that we find in the attempt to fit the data with di↵erent compositions is that including a
�-decay chain, 88Kr!88Rb!88Sr, enhances the peak luminosity, where 88Kr and 88Rb have a half-life of 2.83 hr and
17.8 min, respectively. This decay chain releases ⇠ 5 MeV in electrons and �-rays. For example, the peak luminosity
with Amin = 85 is higher by a factor of ⇠ 2 than that with Amin = 90. The high peak luminosity of the macronova
GW170817 may indicate that this decay chain significantly contributes to the heat around the peak.

The dependence of the heating rate on the composition may provide some clues about the ejecta. Figure 9 shows
the bolometric light curves powered by �-decay with di↵erent atomic mass ranges (assuming a solar abundance ratio).
The light curve model with 85  A  140, where there are no elements beyond the second peak, is similar to the
one with 85  A  209. The reason is that the contribution of elements with A > 140 to the heating is minor.
Thus, at least for heating, these elements are not required, although the late time spectrum and color evolution of the
macronova GW170817 suggest that the ejecta contains elements beyond the second peak (e.g., Chornock et al. 2017).
In the case that only the first peak elements are included (72  A  85), the luminosity is too low to reproduce the
late-time Spitzer data (see Kasliwal et al. 2019 for details). The reason is that during the first week the heat deposition
is dominated by a single chain of the elements with A = 72 and there are no element with a significant contribution
at late times. When heavier elements are added, 72  A  209, the emission at late time is brighter and marginally
consistent with the strict Spitzer lower limits. The reason for the rather low late-time heating (compared to the case
with 85  A  209) is that also here the large mass carried by first peak elements that do not contribute to the late
time emission is coming on the expense of the heavier elements that contribute to the late-time heating. Given that
the Spitzer lower limits account only for the emission seen within the Spitzer band, it is most likely that the actual
bolometric luminosity is at least a factor of a few brighter than these lower limits and therefore it is most likely that
the ejecta did not contain a significant fraction of first peak elements. Finally, when only elements beyond the second
peak are included (140  A  209), the luminosity at early times is lower by a factor of ⇠ 5 than the observed data.
This suggests that while elements above the second peak are probably present in the ejecta (based on their opacity
signature), the total ejecta mass is dominated by elements with atomic mass 85  A  140.

Figure 10 depicts the bolometric light curve and temperature in the case that ↵-decay heating is included assuming
the abundances of ↵-decaying nuclei used for figure 5. Because the heating rate at later times is significantly enhanced
by the ↵-decay contribution, the total ejecta mass required to fit the data is reduced to ⇡ 0.023M�. Here, we use
the density profile same to the above and the opacity of 0.5 cm2/g for v > 0.14c and 3 cm2/g for v  0.14c. In this
model, the light curve at 1 . t . 10 days declines with / t�1 resulting from that the ↵-decay heating kicks in around
2 days. Then the model light curve turns to declines as / t�2.8 due to the thermalization ine�ciency. However, the
observed light curve falls more quickly than the model light curve, although this may be a result of underestimate of
the observed bolometric luminosity at t & 7 days.

5. EJECTA MASS ESTIMATE BASED ON THE KATZ INTEGRAL

Estimate of the ejecta mass that uses light curve modeling are degenerated with the opacity, heating rate, density
profile, as well as the outflow geometry and the viewing angle. Katz et al. (2013) suggest a powerful method to obtain
the total mass of radioactive elements, Mrad, from observed bolometric light curve data, Lbol(t), as long as the heat
deposition rate is known. The following relation between the heating rate and the bolometric light curve should be

KH & Nakar 2020

The 1st peak only cannot explain the observation.

Beyond 2nd peak

1st peak only



What is the main energy source? 
α,β,γ,fission
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FIG. 2. Lightcurve for the DZ31 model with Ye,a = 0.15
(thick solid blue line) showing the dominating contributions
to the total radioactive heating: beta decays (thin maroon
line) and individual ↵-decays (thin blue lines).

havior of Q̇(t).
By contrast, for even higher Ye,c the nuclear abun-

dances can become dominated by a few nuclei, espe-
cially at late times, in which case Q̇(t) can reflect the
exponential decay law resulting in the production of a
“bump/dip”-like feature in the lightcurve (see also [15]).
For instance, when Ye,c = 0.35, only nuclei with A <⇠ 100
are abundantly produced. As no nuclei exist with �-
decay lifetimes between 10–50 days in this mass range,
this results in a clear dip at t ⇠ 20 days. For the case
of Ye,c = 0.45, the two “bumps” at t ⇠ 4 and ⇠ 100
days are associated with the decay of 66Ni and the de-
cay sequence of 56Ni!56Co!56Fe. Note that in both
cases, the resulting Q̇(t) are compatible with the Lbol(t)
of AT2017gfo and cannot be ruled out by such compari-
son (c.f., Ref. [31] which assumed single-Ye models).

The impact of actinides and the nuclear physics un-
certainties on the lightcurves is clearly shown by the
Ye,c = 0.15 models adopting both the FRDM and the
DZ31 masses. Both show enhancement of the late-time
lightcurve when compared to the Ye,c = 0.25 curve. This
enhancement originates from the additional heating sup-
plied by the ↵-decay of translead nuclei with 220 <⇠
A <⇠ 230. Among those, four nuclei have ↵-decay half-
lives between 1 and 100 days: 222Rn(t1/2 = 3.8 days),
223Ra(t1/2 = 11.4 days), 224Ra(t1/2 = 3.6 days), and
225Ac(t1/2 = 10 days, following the �-decay of 225Ra
with t1/2 = 14.9 days). Their decay chains release a large
amount of nuclear energy ⇠ 30 MeV (see Table I in Sup-
plemental Material), most of which goes into the kinetic
energy of the ↵ particles, that thermalize more e�ciently
than the �-decay products. These ↵-decays can therefore
compete with the �-decays of many other nuclei at early
time (t ⇠ 2–6 days) and dominate the heating rate at
late times, despite their low abundances. Particularly,
the model with DZ31 masses demonstrates that impor-
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FIG. 3. The decay of 254Cf could produce a late-time plateau
in the lightcurve. Thie figure is the same as Fig. 1, but show-
ing the Ye,a = 0.15 model for a case in which the abundance
of 254Cf is artificially enhanced from our fiducial model.

tant consequences can be derived when abundances of
these nuclei are at the level of ⇠ a few times 10�5. First,
the enhanced heating from ↵-decays reduces the required
ejecta mass Mej to account for the AT2017gfo luminosity
around 3-6 days by roughly a factor of 2. More impor-
tantly, it generates a broad “bump”-like feature at t ⇡
6–200 days that is otherwise absent without actinide pro-
duction. This feature is mostly driven by the A = 225
decay chain due to its e↵ective long t1/2 (see Fig. 2).
As no other radioactive nuclei can release similar en-
ergy on this timescale, such a feature in future kilonova
observations would uniquely point to the production of
heavy nuclei up to the actinides in that mass range to the
abundance level of a few times 10�5. The steepening of
the AT2017gfo Lbol at t ⇠ 10 d, suggests upper limit of
<⇠ 10�5 for the total abundance of translead nuclei with
A = 222–225. Assuming the relative abundance ratio of
nuclei with A > 220 follows the FRDM model prediction,
an upper limit on the U and Th production in GW170817
can be derived as <⇠ 3.5⇥10�2 M�. Similarly, it can also
be estimated from the 254Cf feature discussed later. A
future detection of these signatures may likewise be used
to determine the U/Th yield.

Beyond the e�cient energy deposition from ↵-decays,
the potential importance of spontaneous fission heating
was pointed out in Ref. [32] (also see Ref. [21] for a very
recent work discussing the impact of 254Cf fission on the
lightcurve). Similar to the ↵-decay nuclei, whether 254Cf
(or even heavier nuclei) can dominantly contribute to
kilonova heating is subject to nuclear physics uncertain-
ties. The production of ↵-decay nuclei is sensitive to the
evolution of the N = 162 subshell closure for Z ⇠ 80
while the amount of 254Cf (and neighboring nuclei) re-
maining at days is sensitive to the prediction of fission
barriers that a↵ect various fission rates of the progen-
itor nuclei. Within our adopted nuclear input, we do

10

Figure 8. Bolometric light curve and temperature evolution of the macronova associated with GW170817. The total and electron heating
rates are also shown. The temperature is evaluated at the photosphere by assuming local thermodynamic equilibrium. Here we use a total
ejecta mass of 0.05M�, the beta-decay heating rate with the solar r-process abundance (85  A  209), and the ejecta profile with n = 4.5,
v0 = 0.1c and vmax = 0.4c (see equation 12). The opacity is assumed to be 0.5 cm2/g for v > 0.2c and 3 cm2/g for v  0.2c. The bolometric
data are taken from Waxman et al. (2018). The Spitzer 4.5µm detections �⌫-L⌫ are considered as lower limits on the bolometric luminosity
(Kasliwal et al. 2019) (see discussion in the text). The observed temperature is shown only up to day 7 (Waxman et al. 2018; Arcavi 2018),
when the spectrum is quasithermal.

Then the bolometric luminosity is calculated by adding the contribution of all the shells.
Figure 8 shows the bolometric light curve of the macronova of GW170817 according to the the analysis of the

observation of Waxman et al. (2018). Also shown are the black-body temperature data obtained by Waxman et al.
(2018) and Arcavi (2018). The bolometric luminosity shows a roughly steady decay as /⇠ t�1 up to day 7 at which
point there is a sharp break to a steep decay as t�3. It is important to note that the analysis is robust up to day 7
but at later times it is less certain. The reason is that until day 7 almost the entire emission is within the observable
bands while at later time a significant fraction of the emission is in unobservable IR bands. Moreover, after day 7 also
the spectrum is becoming highly non-thermal making any extrapolation of the emission to the IR bands uncertain.
Thus, while there is most likely a break around day 7 it is unclear that the post-break slope is as steep as t�3. Figure
8 include also two data point which are the IR detection in a single band, 4.5µm, by Spitzer (Kasliwal et al. 2019).
The spectrum at these times is clearly not thermal (there are simultaneous non-detection at 3.6µm) and cannot be
used for a reliable estimate of the bolometric luminosity. Therefore, we consider here only the actual luminosity which
was observed within the Spitzer 4.5µm band, which is a strict lower limit of the bolometric luminosity.

Figure 8 shows also a semi-analytic model of the bolometric light curve and the evolution of temperature at the
photosphere. Here, we assume a total ejecta mass of 0.05M� composed of r-process elements with the solar abundance
of 85  A  238. The density profile is assumed to be ⇢ / v�4.5 for 0.1c < v < 0.4c. To calculate the bolometric light
curve, we use radially varying opacity of 0.5 cm2/g for v > 0.2c and 3 cm2/g for v  0.2c. With these parameters, the
calculated light curve and temperature agree with the observed data reasonably well including the early peak at 0.5
day and the break of the light curve around a week3. The reason for this break in our modeling can be understood
by comparison of the observed luminosity at any time to the heating rate at the same time. At early times, the
photon di↵usion wave is at the outer part of the ejecta so that only a small fraction of the total radioactive deposited
energy di↵use out and the emergent luminosity is lower than the total heating rate. Thus, during this time energy
is accumulated within the ejecta and due to adiabatic losses the energy in the ejecta is comparable to the energy
deposited over the last dynamical time. On a time scale of a few days, the di↵usion wave proceeds deeper in the ejecta,
so the di↵usion time through most of the ejecta becomes comparable to the dynamical time. In this phase, all the
deposited photons escape to the observer and together with these photons, also radiation that was deposited at earlier
times di↵use out from the ejecta, leading to a bolometric luminosity that is higher than the instantaneous heating
rate. At later times, where the di↵usion wave has crossed all the ejecta, deposited heat escapes on time that is shorter
than the dynamical time and the bolometric luminosity approaches the instantaneous heating rate. Just before this
last phase, there must be a phase where the bolometric light curve declines faster than the heating rate, corresponding
to the break around a week in figure 8. The same behaviour is seen in all type I SNe where after the peak there is
an episode where the bolometric luminosity drops much faster than the 56Ni heating rate before it convergences to
the late time 56Ni tail. Note that in our model the break is unrelated to any change in the thermalization e�ciency.
After a week the contribution of the �-rays is already negligible while the coupling of the electrons is still e�cient.
The break in the heating rate that corresponds to ine�cient electron coupling is seen only at tth,� ⇡ 30 days. These
results are di↵erent than those of Waxman et al. (2018, 2019) that attribute the break at day 7 to tth,� . The reason

3 The black-body temperature at ⇠ 0.5 day depends on how to extrapolate the ultraviolet data at 4 hours. Including the ultraviolet data
reduces the temperature. The two data points at ⇠ 0.5 day from Arcavi (2018) in figure 8 correspond to with and without the ultraviolet
data.

KH & Nakar 2020
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β and γ

α Fission

β and γ dominate at early times (< a few days) 
Can α and fission dominate at the later times? 
This depends on the composition and nuclear model. 
(see, e,g., Barnes et al 2021)
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Figure 4 | Spectral series of AT2017gfo 1.5–4.5 days after the merger. Data
are shown in grey and have been smoothed slightly. A model (solid red lines)
consisting of a blackbody (blue dotted lines) with P Cygni profiles (red transparent
fill) for the Sr lines is shown. The rest (black) and observed (blue) positions of the
model’s Sr lines are shown, with the blueshift indicated by arrows. Green dotted
lines show the Gaussian emission profiles added to ensure the overall continuum
is not biased. A vertical offset has been applied to each spectrum for clarity, with
zero flux indicated by the dashed horizontal line segment. Bottom panels show the
residuals between model and data.

from Sr is also 1,050 nm. This adds to our confidence in the line iden-
tification based on the simple thermal r-process absorption model.

We further confirm our results using TARDIS, extending the code’s
atomic database to include elements up to 92U with the latest Ku-
rucz linelists24 with its 2.31 million lines. Our TARDIS models pro-
duce results very similar to our static-code models, reproducing the
spectra well (Extended Data Fig. 6). In particular, the P Cygni emis-
sion/absorption structure is well-reproduced as expected, confirming
our LTE and MOOG modelling, and showing Sr dominating the fea-
tures around 1µm.

From the detection of Sr, it is clearly important to consider lighter
r-process elements in addition to the lanthanide elements in shaping
the kilonova emission spectrum. Observations of abundances in stars
in dwarf galaxies6 suggest that large amounts of Sr are produced to-
gether with Ba (Z=56) in infrequent events, implying the existence of a
site that produces both light and heavy r-process elements together in
quantity, as found in some models25, 26. This is consistent with our spec-
tral analysis of AT2017gfo and analyses of its lightcurve27, 28. Together
with the differences observed in the relative abundances of r-process
Ba and Sr in stellar spectra29, this suggests that the relative efficiencies
of light and heavy r-process production could vary substantially from
merger to merger.

Extreme-density stars composed of neutrons were proposed shortly
after the discovery of the neutron13, and identified with pulsars three

decades later30. However, no spectroscopic confirmation of the com-
position of neutron stars has ever been made. The identification here of
an element that could only have been synthesised so quickly under an
extreme neutron flux, provides the first direct spectroscopic evidence
that neutron stars comprise neutron-rich matter.
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Problems exist on the Sr interpretation: 
• Sr mass changes with time (more Sr 
is needed at the first epoch). 

• Total mass is too small to produce the 
luminosity (Gillandars +2022). 

• It can be He I (Perego et al 2022).
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from Sr is also 1,050 nm. This adds to our confidence in the line iden-
tification based on the simple thermal r-process absorption model.

We further confirm our results using TARDIS, extending the code’s
atomic database to include elements up to 92U with the latest Ku-
rucz linelists24 with its 2.31 million lines. Our TARDIS models pro-
duce results very similar to our static-code models, reproducing the
spectra well (Extended Data Fig. 6). In particular, the P Cygni emis-
sion/absorption structure is well-reproduced as expected, confirming
our LTE and MOOG modelling, and showing Sr dominating the fea-
tures around 1µm.

From the detection of Sr, it is clearly important to consider lighter
r-process elements in addition to the lanthanide elements in shaping
the kilonova emission spectrum. Observations of abundances in stars
in dwarf galaxies6 suggest that large amounts of Sr are produced to-
gether with Ba (Z=56) in infrequent events, implying the existence of a
site that produces both light and heavy r-process elements together in
quantity, as found in some models25, 26. This is consistent with our spec-
tral analysis of AT2017gfo and analyses of its lightcurve27, 28. Together
with the differences observed in the relative abundances of r-process
Ba and Sr in stellar spectra29, this suggests that the relative efficiencies
of light and heavy r-process production could vary substantially from
merger to merger.

Extreme-density stars composed of neutrons were proposed shortly
after the discovery of the neutron13, and identified with pulsars three

decades later30. However, no spectroscopic confirmation of the com-
position of neutron stars has ever been made. The identification here of
an element that could only have been synthesised so quickly under an
extreme neutron flux, provides the first direct spectroscopic evidence
that neutron stars comprise neutron-rich matter.
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He I & Sr II lines in non LTE

Sr II

• The level population is thermal because 

it is strongly coupled with thermal 
photons.


• But, Sr may be overionized by 
radioactivity in the line forming region.


He I

• No chance for thermal excitation.

• The level population is non thermal. 23S 

is filled by recombination from He II.

• Radioactive ionization may enhance the 

population of He I 23S.
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The Sobolev optical depth is
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πe2
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= 0.23td
λl
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nlfl (2)

where nl is the number density of absorbing ions in a level l, fl is the oscillator
strength, and λl is the transition wavelength.

For He I 23S1, the relevant transitions are 23S1 → 33P o
2 , 23S → 33P o

1 ,
23S → 33P o

0 . The oscillator strengths and wavelengths are 3.0 · 10−1, 1.8 · 10−1,
and 6.0 · 10−2 10833.3, 10833.2, 10832.1. Thus the sum is 0.54.

For Sr II 2D3/2,5/2 to
2P o

1/2,3/2, there are three lines at 10039.405, 10330.139,

10917.864 1.5 · 10−2, 9.3 · 10−2, 6.67 · 10−2, for 2D3/2 →2 P o
3/2,

2D5/2 →2 P o
3/2,

2D3/2 →2 P o
1/2.

1

• Sobolev optical depth:
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• τl>1 at 3.5 day:

n(He I, 23S)>2cm-3 n(Sr II, 2D)>14cm-3

• Ejecta condition:
natom ~ 5x106 cm-3 at 0.2c

nHe~nSr ~ 5x104 (Y/0.01) cm-3 at 0.2c

If the abundances of He and Sr are 1%.



He I & Sr II lines are comparable if their 
abundances are comparable

• Ionization in LTE:

He I ~ 1, He II ~ 0, He III ~ 0 Sr I ~ 0, Sr II ~ 1, Sr III ~ 0

• Level population in LTE:

He I, 23S ~ 10-30 Sr II, 2D ~ 4.6x10-3

cf. τl>1 at 3.5 day:
n(He I, 23S)>2cm-3 n(Sr II, 2D)>14cm-3

nLTE(Sr II, 2D)~200 cm-3nLTE(He I, 23S)~0 cm-3

In LTE, the Sr II line is very strong while the He I line is negligibly small. 
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KH+ in prep.
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He I & Sr II lines are comparable if their 
abundances are comparable

• Ionization under β-radiation:

He I, 23S ~ 0.75x(recombination from He II)/(collision depopulation)

               ~ 10-4

Sr II, 2D ~ 5x10-3

cf. τl>1 at 3.5 day:
n(He I, 23S)>2cm-3 n(Sr II, 2D)>14cm-3

n(Sr II, 2D)~10 cm-3n(He I, 23S)~10 cm-3

Ionization ~ Recombination
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Ionization rate

Recombination rate

0.2 eV/s @ 3.5d
Work per ion pair

He I ~ 10-2, He II ~ 0.5, He III ~ 0.5 Sr I ~ 0, Sr II ~ 0.05, Sr III ~ 0.9

• Level population:



Is it Sr II, He I or else?

It seems that He I is more consistent with the observed data if non-LTE is include (Tarumi, 
KH+ in prep. but see Perego+2022). 
If Sr II, we need X(Sr) ~ 10-2, if He I we need X(He) ~ a few 10-3. 
A bunch of lines from Lanthanides may also produce the structure.



How much angular dependence?

Kilonova light curves from disc winds 1779

Table 1. Disc wind model properties and summary of radiative transfer results. The first three columns from the left show model name, lifetime
of the HMNS, and viscosity parameter, respectively. The following five columns show properties of the homologous ejecta: mass with Ye < 0.25,
mass with Ye > 0.25, kinetic energy, mean velocity of material with Ye < 0.25 and mean velocity of material with Ye > 0.25. The last three
columns give the peak luminosities averaged over the blue (3500–5000 Å), red (5000–7000 Å), and infrared (1−3 µm) bands, respectively.

Model tns αvisc MYe<0.25 MYe>0.25 KE v̄Ye<0.25 v̄Ye>0.25 νLν (B) νLν (R) νLν (IR)
(ms) (M") (M") (erg) (km s−1) (km s−1) (erg s−1) (erg s−1) (erg s−1)

t000 0 0.03 1.5 × 10−3 6.9 × 10−5 1.6 × 1048 8 927 18 583 4.3 × 1040 2.1 × 1040 8.5 × 1039

t030 30 0.03 2.7 × 10−3 5.4 × 10−4 9.9 × 1048 7 424 29 518 5.8 × 1040 6.0 × 1040 1.0 × 1040

t100 100 0.03 7.3 × 10−4 5.3 × 10−3 2.5 × 1049 9 805 15,007 6.6 × 1040 1.3 × 1041 5.7 × 1039

t300 300 0.03 – 1.5 × 10−2 6.9 × 1049 – 16 432 8.5 × 1040 2.4 × 1041 1.2 × 1040

tInf ∞ 0.03 – 2.9 × 10−2 1.9 × 1050 – 21 419 2.7 × 1041 3.9 × 1041 2.0 × 1040

a0.8_M0.03 0 0.03 4.9 × 10−3 8.4 × 10−4 9.9 × 1048 9 996 21 012 1.3 × 1041 7.5 × 1040 2.1 × 1040

a0.8_M0.1 0 0.02 4.9 × 10−3 7.1 × 10−3 2.2 × 1049 11 183 11 840 1.7 × 1041 1.6 × 1041 2.6 × 1040

a0.8_M0.3 0 0.02 1.3 × 10−2 1.4 × 10−2 5.4 × 1049 9 135 15 132 2.5 × 1041 3.0 × 1041 5.6 × 1040

a0.8_M0.3v 0 0.05 4.9 × 10−2 3.2 × 10−3 1.1 × 1050 12 404 19 945 1.7 × 1041 3.1 × 1041 1.4 × 1041

2.2 Ejecta properties

Fig. 1 shows the density and compositional structure of a rep-
resentative model, t030, in the homologous phase. The ejecta is
approximately spherical, with the bulk of the material moving at
speeds of ∼10 000 km s−1, or 0.03c. Such expansion velocities are
substantially lower than that of the dynamical ejecta, which move
at 0.1c–0.3c.

The outer layers of wind ejecta typically have a higher electron
fraction than the inner regions, as the outer material is ejected at
earlier times when the neutrino irradiation is higher due to the
presence of an NS or a higher accretion rate on to the BH. In model
t030, a low Ye plume is also seen along the equator. This feature
forms out of the motion of the highly irradiated component of the
wind, which originates in regions of small radius and high altitude
above the disc mid-plane, and wraps around the back of the disc
with near north–south symmetry (Fernández et al. 2015). The mass
in this plume, however, is very small compared to the spherical core.

Fig. 2 shows, for each model, a histogram of the amount of mass
ejected with various values of Ye. Increasing the lifetime of an
HMNS has two main consequences, First, a larger total amount of
mass is ejected, due to higher neutrino heating and the presence of a
hard boundary at the HMNS, which keeps disc material from being
swallowed below the event horizon of a BH. Secondly, the mean

Figure 1. Density (left) and electron-fraction (right) structure of the ejecta
from model t030 at 1 d after merger. In this phase, the ejecta is in homolo-
gous expansion, with velocity proportional to radius. The axes are given in
velocity coordinates with units of 109 cm s−1.

Figure 2. The amount of mass ejected with different values of the electron
fraction, for disc wind models of different NS lifetimes, tns. A longer-lived
NS leads to a larger total ejected mass and a higher mean electron fraction.
The shaded area shows the region Ye > 0.25 where the ejecta is likely
lanthanide free.

value of Ye increases with tns due to the greater level of neutrino
irradiation from both the HMNS and the disc.

2.3 Nucleosynthesis and lanthanide fraction

Knowledge of the compositional structure of the wind ejecta is
needed to predict the resulting kilonova light curves. A full cal-
culation of the ejecta abundances would require detailed nuclear-
reaction network post-processing of thermodynamic trajectories
along the wind. Here we approximate the composition by a one-
to-one mapping from the electron fraction. This mapping is ob-
tained by evolving parametrized trajectories with the nuclear-
reaction network code TORCH (Timmes 1999). Trajectories begin
with abundances in nuclear statistical equilibrium at a temperature
T = 5 × 109 K and entropy s & 20 kB/baryon. The density de-
cays exponentially in time, with expansion time texp = 100 ms and
the entropy is held constant, assuming that radiation dominates the
pressure. The chosen values of entropy and expansion time corre-
spond to mass-flux-weighted averages from disc wind simulations
at the point where the average temperature is 5 × 109 K (Fernández
& Metzger 2013a). TORCH lacks a treatment of fission, which is
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Figure 8. Synthetic light curves of wind model t100 surrounded by a
10−3 M" torus of heavy r-process elements. Coloured lines denote the
optical blue (3500–5000 Å) light curve as seen from different viewing an-
gles, while solid black lines denote the infrared light curve. The dashed
black line shows the angle-averaged blue light curve of model t100 when no
dynamical ejecta is included. For pole-on viewing angles (θ ≈ 0◦) the blue
emission is visible through the hole in the torus, but for edge-on orientations
(θ ≈ 90◦), the dynamical ejecta suppresses the optical flux.

suggestive of an NS–BH merger. In addition, dynamical ejecta may
contribute to the infrared emission. A mass of ∼0.05 M" may be
too large to come solely from the dynamical ejecta of an NS–NS
merger, but it might be expelled in the merger between an NS and
a low-mass BH (Tanaka et al. 2014).

The left-hand panel of Fig. 5 compares our blue optical light
curves to a different possible kilonova candidate, the optical ‘bump’
that followed GRB 080503 (Perley et al. 2009). This event possessed
no clear host galaxy and so we have chosen a redshift z = 0.25 to
place the observations at a similar brightness to our models. The
light curves of disc wind model with a long-lived HMNS (e.g. tInf)
fit the data reasonably well. A wind model that ejected ∼4 times
more mass would likely better fit the slower observed light curve
decline, and would place the kilonova at the redshift z = 0.56,
which corresponds to a faint spiral galaxy within the field of 080503
(a strong natal kick of the binary would be required to explain
its large observed spatial offset in this case). GRB 080503 was
accompanied by extremely bright extended prompt X-ray emission,
which Metzger et al. (2008a) speculate is powered by a stable
magnetar created during an NS–NS merger (see also Bucciantini
et al. 2012; Ciolfi & Siegel 2015, Rezzolla & Kumar 2015). In
this case, the kilonova emission could be significantly enhanced by
rotational energy injected by the magnetized remnant (Yu, Zhang
& Gao 2013; Kisaka, Ioka & Takami 2015; Metzger & Piro 2014).

4 SU M M A RY A N D C O N C L U S I O N S

We have shown how material ejected in disc winds subsequent to
a compact object merger can give rise to both optical and infrared
kilonova emission. We considered the dependences on key parame-
ters such as the delay until BH formation, BH spin, and the presence
of neutron-rich dynamical ejecta. In Fig. 9, we summarize schemat-
ically the range of possible kilonova properties, and illustrate how
they roughly map to the progenitor binary and remnant type. Our
main findings are as follows.

(1) For the characteristic entropies and expansion times of disc
winds, we find that the abundance of lanthanides cuts off sharply
when the electron fraction Ye ! 0.25 (Fig. 3). The electron fraction
in turn is very sensitive to the level of neutrino irradiation of the
wind and hence acts as a diagnostic of the physical conditions in
the aftermath of the merger (Metzger & Fernández 2014).

(2) The presence of optical emission is a ubiquitous feature of the
disc wind ejecta, even in the case of non-spinning, promptly formed
BH remnants (Fig. 4). The magnitude and duration of this optical
component is a sensitive function of the lifetime of an HMNS or
the spin of the promptly formed BH. In the limit of a very long
lived HMNS, photons emerge primarily in the optical, reaching
luminosities up to 1041 erg s−1 for moderate disc masses (0.03 M").

(3) The ratio of the optical to infrared luminosity from a kilonova
provides a powerful measure of the relative mass of high-Ye to low-
Ye ejecta. Using this information to infer the underlying the physical
scenario, however, may be difficult given the degeneracies. For
example, the wind ejecta from a promptly formed, rapidly spinning
BH produces a similar kilonova light curve to that of a long-lived
HMNS (Fig. 5).

(4) Because the expansion velocities of the wind are moder-
ate (∼10 000 km s−1), numerous line absorption features are dis-
cernible in the spectra (Fig. 6). This distinguishes the spectra
of disc winds from those of fast-moving dynamical ejecta, for
which the line features are broader and heavily blended. Observ-
ing the spectra of wind ejecta may thus allow us to study the
detailed composition of freshly produced r-process material. At
present, however, the atomic data are not good enough to predict all
line wavelengths, and additional atomic structure calculations are
needed.

(5) The optical emission from a disc wind can be easily ob-
scured by even a small amount (10−4 M") of neutron-rich dynam-
ical ejecta, causing most of the flux to emerge in the near-infrared.
In the case of NS–NS mergers, this dynamical ejecta is expected
to be nearly isotropic, reducing the likelihood of observing an op-
tical component (Fig. 7). For BH–NS mergers, the confinement of
the dynamical ejecta to the equatorial plane makes the detection of
optical emission more promising from polar viewing angles (Fig. 8).

(6) The infrared emission excess observed following GRB
130603B can be explained by a disc wind only if the merger formed
a rather massive disc (∼0.3 M"). The optical bump observed fol-
lowing GRB 080503 (with a redshift of z = 0.25–0.5) can be nicely
explained by a wind from a moderately massive disc (∼0.03 M")
irradiated by a long-lived HMNS.

Our calculations have illustrated the key dependences of kilonova
light curves from disc winds; however, several improvements are
needed to generate reliable, quantitative theoretical predictions. On
the wind dynamics side, a more advanced neutrino transport scheme
is required to better quantify the distribution of electron fraction
in the ejecta. Inclusion of magnetohydrodynamics (as opposed to
an α-viscosity) and full general relativity is also very important
to quantify the amount and composition of the ejected mass. Us-
ing more realistic initial conditions, taken from an actual merger
simulation, would provide a better description of the relative size
and spatial distribution of the dynamical ejecta and accretion disc.
An accurate determination of the final composition of the wind
requires post-processing of multiple fluid elements with nuclear-
reaction networks, as opposed to the single entropy mapping used
in this paper. On the radiative transport side, better line data for the
high-Z elements, in particular the lanthanides and actinides, is nec-
essary to calculate the pseudo-continuum opacity and line features.
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Figure 6. The light curves of the kilonova radio afterglow
at 3GHz for the MHD models at the distance to the source
of 200Mpc. The top, middle, and bottom panels denote
the results for the cases that the ISM density, n, is 10�1,
10�3, and 10�5 cm�3, respectively. Here the parameters of
✏e = 0.1, ✏B = 0.01, and p = 2.2 are used for modeling the
shock. We note that the luminosity for the viscous model
(“vis⇥102”) is scaled-up by a factor of 100. The data points
denote the observation of GW170817 taken from Makhathini
et al. (2021).

Figure 7. The same as Figure 6 but for that in an X-
ray band (1 keV). The results for the ISM density, n =
10�3 cm�3 is shown. The data points denote the obser-
vation for GW170817 obtained by extrapolation from the
radio-band observation in Makhathini et al. (2021) assuming
a power-law frequency dependence with the power of �0.584
for the emission.

The time of the peak luminosity also depends on the
ISM density and the dynamo parameters. In particular,
the peak time is delayed for the models with large val-
ues of �c. This reflects the fact that larger total kinetic
energy of the ejecta is achieved for larger values of �c be-
cause of the longer dissipation time scale of the magnetic
fields (see Table 1). Interestingly, the rising part of the
radio light curves for the models with �c � 3 ⇥ 107 s�1

have a shape similar to each other because of the sim-
ilarity in the kinetic energy distribution at ur/c & 2.
Measuring the slope of the early radio light curves may
have an important implication to the magnetic field am-
plification.

Figure 7 shows the same as Figure 6 but for that in
an X-ray band (1 keV). Here, the case of n = 10�3 cm�3

is shown. In Figure 7, we also plot the data points for
GW170817 obtained by extrapolation from the data at
3 GHz assuming a single power law spectrum with the
best fit index of �0.584 (Makhathini et al. 2021). As is
the same in the radio band, the X-ray emission for the
models with �c � 3 ⇥ 107 s�1 is significantly brighter
than that observed in GW170817 for n = 10�3 cm�3.
The X-ray light curves become fainter than the flux
extrapolated from the radio light curve with ⌫�(p�1)/2

once the cooling frequency crosses 1 keV. This occurs
around the peak time for �c � 3 ⇥ 107 s�1 and around
t = 10 yrs for �c = 1⇥107 s�1. This time scale is shorter
for higher ISM densities, e.g., a week for �c � 3⇥107 s�1

at n = 10�1 cm�3. By contrast, the X-ray luminosity
from the ejecta is not as high as that of GW170817 for
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Figure 9. gzK-band light curves for MNS75a (solid curves), MNS70a (dashed curves), and the viscous model (↵ = 0.04; short-
dash curves). The top left, top right, bottom left, and bottom right panels denote the light curves observed from 0�  ✓  20�,
28�  ✓  35�, 59�  ✓  64�, and 86�  ✓  90�, respectively. The data points denote the observation data of GW170817
taken from Villar et al. (2017).

ference in the polar light curves is primarily due to the
di↵erent density structure and the di↵erent fractions of
the 1st r-process peak elements in the polar region. The
similarity in the light curves for the low-�c MHD mod-
els and the viscous model implies that the results of vis-
cous hydrodynamics simulations can provide a good phe-
nomenological model for the first-principle MHD model,
in the case that the intrinsic MHD e↵ects such as the
magneto-centrifugal e↵ect (Blandford & Payne 1982) are
not very strong.

Kilonova light curves for model MNS70a and viscous
model are in a fair agreement with those for GW170817.
This suggests that after the merger of the BNS in

GW170817, a long-lived MNS might be formed but the
magnetic-field amplification was not significant or the
dissipation time scale of the amplified magnetic field is
shorter than the mass ejection time scale. The weak
magnetic-field e↵ect is consistent with the non-detection
of bright radio waves associated with the fast ejecta com-
ponent. However, as we already showed in Figure 2, the
abundance patterns of the r-process elements derived for
model MNS70a and viscous model do not agree with the
solar-abundance pattern. This suggests that GW170817
might be the rare event of the BNS mergers, under the
hypothesis that the BNS mergers are the major site for
the r-process nucleosynthesis and the solar abundance

Optical and X-ray Emission from Stable Millisecond Magnetars 3
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Figure 1. Stages for the optical/X-ray emission from a binary NS merger that results in a stable millisecond magnetar remnant. (1) NS binary merges due
to the emission of gravitational radiation. (2) The merger produces a stable millisecond magnetar. Following the merger, a mass Mej ∼ 0.01 − 0.1M# is
ejected with an initial velocity vej ∼ 0.1 c, encompassing the magnetar in a quasi-spherical shell. (3) Magnetar wind dissipates its energy behind the expanding
ejecta, producing a nebula of e± pairs and non-thermal photons. Non-thermal UV and X-ray photons thermalize via their interaction with the ejecta walls. This
thermalization process is in some cases suppressed due to the large pair optical depth through the nebula, which decreases the effective rate that non-thermal
photons transfer their energy to the surrounding ejecta. Nebular X-rays drive an ionization front (red dashed line) outwards through the ejecta. (4) On a
timescale ∼ tejd,0 ∼ several hours to days, optical and X-ray photons diffuse out of the nebula, producing luminous emission.

formed with a millisecond rotation period and a strong magnetic
dipole field Bd ∼> 10

14 G. Initially the magnetar is surrounded by a
centrifugally-supported accretion disk, but most of this disk either
accretes or is unbound by outflows on a relatively short timescale ∼<
seconds (Metzger et al. 2008; Dessart et al. 2009; Lee et al. 2009;
Fernández & Metzger 2013). Within a few seconds following the
merger, the magnetar is thus surrounded by an expanding shell of
ejecta with mass Mej ∼ 0.01 − 0.1M# and initial velocity v ∼ 0.1c
(Stage 2).

Assuming that the inertia of the ejecta is sufficient to sti-
fle the formation of a jet (eq. [2]), the energy of the magnetar
wind is dissipated behind the ejecta via shocks or magnetic re-
connection (as is observed to occur in normal pulsar wind nebu-
lae; Kennel & Coroniti 1984), forming a hot nebula of photons and
electron/positron pairs (Stage 3). At early times this nebula is small
and opaque. Most injected energy is lost to PdV work, causing the
ejecta to accelerate to velocities v ∼ c on a timescale comparable
to the pulsar spin-down time ∼ minutes−hours. In such an envi-
ronment newly-injected pairs rapidly lose their energy to inverse
Compton scattering and synchrotron radiation. This hard radiation
in turn produces more pairs, resulting in a ‘cascade’ of pair pro-
duction and a non-thermal X-ray spectrum Jν ∝ ν−α with α ≈ 1
(Svensson 1987).

Nebular X-rays that encounter the ejecta walls are either re-
flected or absorbed, depending on the albedo of the ionized layer
that separates the nebula from the outer neutral ejecta. The albedo
in turn depends on the ionization state of the layer, which itself de-
pends on the irradiating X-ray flux. The efficiency with which the
pulsar X-rays are thermalized depends not only on the absorption
efficiency of the ejecta, but also on the very presence of pairs in
the nebula. When the pair optical depth of the nebula is high, then
X-rays from the pulsar lose a substantial fraction of their energy
to PdV work before they can cross the nebula to be thermalized
at the ejecta walls. As we will show, the effects of (1) a realistic
ejecta albedo and (2) a high pair optical depth, can substantially
reduce the optical luminosity in comparison to models that assume
the pulsar luminosity is thermalized with high efficiency.

As the ejecta expands, its optical depth decreases. Once the
photon diffusion timescale becomes shorter than the expansion
timescale, photons are able to escape the nebula. At optical wave-
lengths where the opacity is relatively low, this transition occurs on
a timescale of several hours to days. At X-ray wavelengths, how-

ever, the bound-free opacity remains orders of magnitude higher
because the ejecta recombines to become neutral as it expands and
cools. If the ejecta remains neutral X-rays are effectively trapped
on time-scales of interest. However in many cases the nebular X-
rays are sufficiently luminous to re-ionize the ejecta, after which
time the X-ray opacity is instead set by the much lower value due
to Thomson scattering. Ionization, if it occurs, thus allows X-rays
also to escape the nebula on a time-scale which is is typically com-
parable to the time of peak optical emission. At later times, as
the ionized ejecta becomes optically thin, X-rays are thermalized
with decreasing efficiency. Emission thus becomes dominated by
the non-thermal radiation, with its total luminosity tracking the de-
caying pulsar spin-down power ∝ t−2.

3 MODEL

In this section we describe our model for the evolution of mil-
lisecond magnetar wind nebulae following binary NS mergers. The
model is similar to that developed by Metzger et al. (2013) for
superluminous supernovae, but is applied here to different physi-
cal conditions corresponding to a much lower ejecta mass, higher
ejecta velocity, and a NS with a stronger magnetic field. This pro-
vides the basic ingredients that will be used in the evolution equa-
tions we present in the §4.

3.1 Merger Ejecta

The merger site is surrounded by an envelope of mass Mej =

10−2M−2M# moving outwards with an initial velocity vej,0 = cβ0 ∼
0.1 c and density profile

ρej(r, t) =
3
4π

Mej

R(t)3
, (3)

where R is the characteristic radius of the ejecta. A uniform density
profile is assumed for simplicity since our results are not particu-
larly sensitive to the precise radial mass distribution.

The ejecta includes both matter which is unbound dynam-
ically during the merger itself (‘tidal tails’) and that produced
subsequently by outflows from the accretion disk or remnant NS
(Dessart et al. 2009; Metzger et al. 2012). The tidal tails are con-
centrated primarily in the plane of the original orbit, although
the effects of self-similar expansion (Roberts et al. 2011) and
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What can we learn from nebular phase?
Spitzer GW170817 3

Figure 1. Panel 1: Combined Spitzer 3.6µm and 4.5µm image, depicting that the faint transient GW170817 is buried in the bright
host galaxy NGC4993. Panel 2: Subtracting the galaxy light by fitting a GALFIT model clearly shows the red transient in the first
epoch image, +43d after merger. Panel 3a: Proper image subtraction of Epoch 3 reference data from Epoch 1 using the ZOGY algorithm
boosts the S/N of our detection of GW170817. Panel 3b: ZOGY subtraction of Epoch 3 reference data from Epoch 2 yields a marginal
detection of GW170817. The orientation of all four panels is such that North is up and East is left. The dimensions of the panels are
2.750 ⇥ 2.750, 1.380 ⇥ 1.380, 0.690 ⇥ 1.380 and 0.690 ⇥ 1.380.

magnitude compared to that reported in Villar et al. 2018.
We undertake the following consistency checks.

• We get consistent magnitudes for aperture photometry
and PSF photometry. For a 2.5 pix aperture, the aperture
magnitudes are 21.99 ± 0.04 for Epoch 1 and 24.14 ± 0.30
AB mag for Epoch 2, consistent with the results from PSF-
fit photometry in Table 1.

• The sum of PSF-fit fluxes of the (Epoch 1 - Epoch 2)
and (Epoch 2 - Epoch 3) di↵erence images equal the the flux
in the (Epoch 1 - Epoch 3) di↵erence image. Specifically, the
sum of the measured flux in the first two di↵erence images is
(5.47 ± 0.14 µJy) + (1.04 ± 0.21 µJy), which is consistent
with the measured flux in the (Epoch 1 - Epoch 3) di↵erence
image of (6.39 ± 0.21 µJy).

• If we increase the Gaussian FWHM of the PSF-fit to
3.5 pix and apply the appropriate correction factor, we mea-
sure a magnitude of 21.93 ± 0.06, consistent with the 2.8 pix
FWHM measurement at Epoch 1.

• We get consistent fluxes for Epoch 1 using either the
shallow archival reference or the deeper Epoch 3 reference.
The PSF-magnitude of Epoch 1 in the archival di↵erence is
21.79 ± 0.09 AB mag, consistent with the late-time di↵er-
ence albeit with larger error bars.

• We get consistent fluxes for Epoch 1 if we directly ap-
ply ZOGY to subtract Epoch 3 without first applying the
GALFIT-model. We derive 21.94 ± 0.25mag. The subtrac-
tion is noisier by direct subtraction, hence, we prefer the
two-step method described above.

• We re-do aperture corrections with a di↵erent sky an-
nulus (5–7 pix) and scaling the ZOGY PSF to the standard
PRF after re-normalizing the sky. We also take into account
color corrections for this red source by multiplying the mea-
sured 4.5µm flux by 1.024 (and 3.6µm flux by 1.0614) . This
gives 21.92 ± 0.09mag at Epoch 1 and 23.94 ± 0.4mag at
Epoch 2, consistent with Table 1.

Converting to flux density, we get F⌫ = 6.43 ⇥ 10�29

erg s�1 cm�2 Hz�1 at Epoch 1 and F⌫ = 1.04⇥ 10�29 erg
s�1 cm�2 Hz�1 at Epoch 2. Now, �⌫-L⌫ would be a strict
lower limit on the total bolometric luminosity. If we assume
a power-law ⌫-L⌫ approximation to bolometric, the assumed
correction factor is the ratio between the central frequency

and bandwidth i.e. a multiplicative factor of 4.3 (since Chan-
nel 2 of Spitzer/IRAC spans 3.955µm to 5.015µm).

At this late phase, we expect optically thin, nebular con-
ditions and a blackbody approximation with a photosphere
is unlikely to be applicable. Nevertheless, we proceed with
blackbody calculations as another way to estimate the bolo-
metric correction. The observed Spitzer/IRAC color ([4.5] -
[3.6]) of 1.3mag suggests a blackbody temperature of 420K
at Epoch 1 (the Epoch 2 color is not constraining). This sug-
gests a multiplicative bolometric correction factor of ⇡16. In
the rest of the paper, we assume a ⌫-L⌫ approximation to
the bolometric luminosity of 7.8⇥1038 erg s�1 at Epoch 1
and 1.3⇥1038 erg s�1 at Epoch 2.

We check whether synchrotron emission could con-
tribute to the observed flux. Assuming the spectral index
presented in Mooley et al. (2018), and a flux density of 44µJy
at 3GHz measured at the same phase, we estimate that the
synchrotron contribution at 4.5µm would be 1.1⇥10�30 erg
s�1 cm�2 Hz�1 at Epoch 1. This is ⇡60 times smaller than
the observed flux density and hence, we conclude that the
synchrotron contribution is negligible.

3 IMPLICATIONS ON ABUNDANCES OF

R-PROCESS ELEMENTS

At the epochs of the Spitzer observations (t & 40 days)
the ejecta of kilonovae are expected to be optically thin to
optical/infrared photons. The bolometric luminosity should
then be independent of viewing angle and follow the instan-
taneous radioactive heating rate, L(t) ⇡ Mej✏̇(t)f(t) where
Mej is the ejecta mass, ✏̇(t) the radioactive power per gram,
and f(t) the e�ciency with which radioactive energy is ther-
malized. The late-time Spitzer data can thus be used to de-
rive constraints on the ejecta mass and composition that are
independent of the complex ejecta opacity and geometry.
The main limitation is the uncertain bolometric corrections.

The radioactive power of r-process matter is often de-
scribed by a power-law, ✏̇(t) / t�4/3, which is the behavior
of a statistical distribution of isotopes with beta-decay half-
lives roughly equally distributed in log time. The thermal-
ization e�ciency for such an isotopic distribution is approx-
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ABSTRACT

We present a line list of magnetic dipole (M1) transitions of heavy elements, which are
relevant to the nebular emission of kilonovae. The line list is constructed mostly from the
experimentally calibrated energy levels in the NIST database based on the selection rules
in LS coupling under the single configuration approximation. This method guarantees high
accuracy in line wavelengths. The list also includes M1 lines for ions, e.g, heavier than Th, of
which the energy levels are available in the literature but not in the NIST database.

1 INTRODUCTION

The origin of r-process elements is a long-standing problem in astro-
physics (Burbidge et al. 1957; Cameron 1957). Neutron star mergers
have been considered as promising sites of r-process nucleosynthe-
sis (Lattimer & Schramm 1974). A neutron star merger, GW170817,
was accompanied by an uv-optical-infrared counterpart referred to
as ‘kilonova’ or ‘macronova’ (Abbott et al. 2017). The light curve
and spectrum indicate that a large amount of r-process elements
is produced in this event (see, e.g., Metzger 2017; Nakar 2020;
Margutti & Chornock 2021, for reviews). The amount of the ejecta
together with the event rate of mergers suggests that neutron star
mergers can provide all the r-process elements in the Galaxy (e.g.
Hotokezaka et al. 2018; Rosswog et al. 2018).

2 FINE STRUCTURE TRANSITIONS

Atomic radiative transitions occur through electric dipole (E1),
magnetic dipole (M1), and higher-order electric and magnetic tran-
sitions. The transition rates are progressively lower for higher-order
transitions. Table 1 provides the selection rules for E1, M1, and E2
transitions in LS coupling. In the following, we discuss the proper-
ties of radiative transitions that satisfy the LS selection rules.

The ratio of an M1 transition to an E1 transition rate is (Cowan
1981)

�M1

�E1
⇠ 1.3 · 10�5/2

2

✓
_E1

_M1

◆3
, (1)

where _E1 and _"1 are their transition wavelengths in units of cm.
Here /2 , which is the e�ective core charge for the jumping electron,
appears since the matrix element of E1 transitions is proportional
to /�1

2 .
The ratio of �M1 to an electric quadrupole transition rate is

�M1

�E2
⇠ 2.6 · 1011/�4

2

_5
E2

_3
M1

, (2)

Figure 1. Energy di�erence between the ground and first excited levels of
the ground term of -+1.

where _E2 is the E2 transition wavelength. At _M1 ⇠ _E2 ⇠ 1 `m,
M1 transitions are faster than E2 by ⇠ 103.

For M1 transitions, it is possible to calculate the transition
rates analytically in the pure LS coupling scheme (Pasternack 1940;
Shortley 1940; Bahcall & Wolf 1968). The transition rate from an
upper level D to a lower level ; is given by

�D; = 1.3 s�1
✓
_D;

4 `m

◆�3
5 (�D, !D, (D), (3)

where _D; is the line wavelength and 5 (�D, !D, (D) is an algebraic
factor:

5 (�, !, () =
(�2

� (! � ()2) ((! + ( + 1)2 � �2
)

12� (2� + 1)
, (4)

for �D = �; + 1 and

5 (� .!, () =
((� + 1)2 � (! � ()2) ((! + ( + 1)2 � (� + 1)2)

12(� + 1) (2� + 1)
, (5)

for �D = �; � 1. Figure 1 shows the excitation energy between the
ground and the first excited levels of the ground terms of singly
ionized ions, which is a proxy of the energy scale of fine structure
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• Heavy elements: Wavelength ~ 1 - 10 μm and cooling rate ~ λ-4


• M1 lines can carry away a significant fraction of radioactive heat.



Are M1 lines available in NIST? No
If you search forbidden lines of W III,

But energy levels of W III available, which are sufficiently accurate



M1 line list for kilonova nebula
- We have constructed a forbidden (M1) line list up to Eeinsteinium (Z=99).

- The experimentally calibrated levels and the LS selection rules are used.

- A values from an analytic formula (Pasternack 40, Shortley 40, Bahcall & Wolf 68)

- Some ions are missing because the energy levels are unknown.
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Table 1. Selection rules in LS coupling.

Rules Electric dipole (E1) Magnetic dipole (M1) Electric quadrupole (E2)

1 �� = 0, ±1, except 0 $ 0 �� = 0, ±1, ±2 except 0 $ 0 �� = 0, ±1, except 0 $ 0, 1/2 $ 1/2, 0 $ 1
2 Parity change No parity change No parity change
3 One electron jump with �; = ±1 No electron jump No or one electron jump with �; = 0, ±2.
4 �( = 0 �( = 0 �( = 0
5 �! = 0, ±1 except 0 $ 0 �! = 0, �� = ±1 �! = 0, ±1, ±2 except 0 $ 0, 0 $ 1

splitting of lower ionized ions for a give atomic number. Heavy
elements are good candidates of mid-infrared emitters.

The strength of each emission line in the optically thin regime
is typically determined by the competition between radiative de-
cay rates and collisional deexcitaion rates of the upper level. The
collisional deexcitation rate coe�cient is given by

hfEiD; =
8.63 · 10�8p

)4,4

⌦D;

6D
cm3s�1, (6)

where ⌦D; is the collision strength, 6D is the statistical weight of the
upper level, and )4,4 is the electron temperature in units of 104 K.
The critical electron density of an upper level D is defined by

=2,D =
Õ
;>D �D;Õ

;>DhfEiD;
. (7)

For fine structure of the ground terms, the critical density is

=2,4 ⇡ 1.5 · 107p)4,4 6D
⌦D;

✓
_D;

4 `m

◆�3
5 (�D, !D, (D) cm�3. (8)

For heavy elements / & 30, the energy di�erences are
⇠ 0.1 – 1 eV. Given the electron number density =4 ⇡

107 cm�3E�3
ej,�1j4C

�3
10d ("ej/0.05"�), M1 transitions with a line

wavelength & 4 `m are comparable to or faster than the collisional
deexcitation rates at C & 10 day. Therefore, the population of fine
structure excited levels of the ground terms of which the line wave-
length is . 4 `m is suppressed at C & 10 day compared to the
Boltzmann distribution and the emission rate is determined by the
excitation rates from the ground level. For ions with smaller energy
di�erences in fine structure splitting, the ejecta electron density is
higher than the critical density until the later times so that the level
population tends to follow the thermal distribution.

The discussion about the radiative transition rates given above
is valid for transitions between levels that satisfy the selection rules
of E1, M1, and E2 in LS coupling (rules 1–5 in table 1). However,
the violation of the LS selection rules are common, e.g., �( = 0 is
very often violated and the violations of the selection rules on other
quantum numbers are also common. These violations occur because
there is some mixing of di�erent intermediate and final terms as well
as mixing between di�erent configurations. An example of such
violations is the strong emission of Fe III around 4700 Å observed
in type Ia supernovae, which is attributed to M1 lines arising from
the transitions between 5D� and a3F� violating the �( = 0 and
�! = 0 rules. Since the mixing e�ect of Fe III is not very strong
their transition rates are indeed small, �D; ⇠ O(0.1 s�1

), compared
to a simple extrapolation with the formula 3.

While LS coupling is known as a good approximation only for
light elements, this formula is accurate to 10 per cent even for the
transition rate between the fine structure levels of the first excited
term of Ac III (Z=89, Kramida et al. 2021).

Figure 2. ions.

3 LINE LIST

We construct an M1 line list for neutral atoms to triply ionized ions
-+0–-+3 from the experimentally calibrated energy levels available
in the NIST database (Kramida et al. 2021). In addition, we include
lines of Hf III, Ta III, and actinides (91 6 / 6 99) based on
the energy levels presented in the literature but not in the NIST
database. Note that such energy levels may not be as accurate as
those available in the NIST database. In order to identify M1 lines,
we apply the LS selection rules to the energy levels under the single
configuration approximation, where each energy level is assumed to
be represented by a leading LS term because LS coupling is used for
the level identification of most of ions in the NIST database as well
as in the literature. The transition rate of each M1 line identified
by the selection rules is assigned by formula 3. Figure 2 shows the
ions included in our line list. If there are levels with an ambiguous
value of � or without LS terms for a given ion, we use a subset
of the energy levels truncated at the first level with an ambiguous
value of � or without LS terms. This treatment usually does not
cause serious problems for our purposes because such a truncation
typically occurs at a highly excited level. There are sometimes lower-
lying energy levels for which the term is unknown. We also truncate
the energy levels in such cases, which may cause a lack of relevant
lines. Furthermore, the energy of lower-lying levels is sometimes
unavailable. If this occurs, we simply omit such a level.

Table 2 shows two examples of the lower-lying energy levels,
which are suitable to demonstrate the limitations of our method. Tb
II (/ = 65) is among one of the ions having somewhat complicated
lower-lying energy levels and strong configuration mixing. Eight
energy levels shown in the table are represented in j-j coupling with
the leading LS coupling terms. Despite that the terms are given
in j-j coupling we assign the leading LS terms to these levels and
use the LS selection rules. One obvious caveat here is that the M1
transition between the ground and first excited levels does not exist
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Table 1. Spitzer AB magnitude of the kilonova GW170817 at 43 days.

Wavelength model_1st, -+1,+2
model_1st, -+2,+3

model_2nd-3rd,-+1,+2
model_2nd-3rd,-+2,+3 Observed(1) Observed(2)

3.6 `m 24.6 24.5 22.4 23.8 > 23.21 > 23.3
4.5 `m 22.7 22.8 22.8 22.7 21.88 ± 0.04(±0.05) 22.9 ± 0.3

(1) Kasliwal et al. (2022). The 3f upper limit at 3.6 `m is shown. The systematic error is shown in the parenthesis.
(2) Villar et al. (2018). The 3f upper limit at 3.6 `m is shown. The error of the 4.5 `m detection is dominated by systematic uncertainties.

Figure 3. Synthetic spectra for the kilonova in GW170817 at 43 days. The solar r-process abundance pattern with the first peak elements (� > 69, model_1st)
and that without the first peak elements (� > 88, model_2nd-3rd) are used in the upper and lower panels. The ionization fractions are assumed to be equal
for -+1 and -+2 (left) and for -+2 and -+3 (right). The total flux is obtained by adding the contributions of all lines, where the Doppler-shifted line profile
is assumed to be a Gaussian in frequency space with a broadening parameter Eej = 0.12 and 0.072 for model_1st and model_2nd-3rd, respectively. Blue,
orange, and green vertical lines indicate the wavelength of each line in the rest frame for -+1, -+2, and -+3, respectively. The height of the vertical lines
corresponds to the total flux in a line divided by Eej/_D; . Also depicted are the Spitzer-4.5 `m detection, the 3.6 `m upper limit, and the spectral responses as a
vertical bar, a triangle, and dotted lines. (https://irsa.ipac.caltech.edu/data/SPITZER/docs/irac/calibrationfiles/spectralresponse/).
The bar indicates the range of the AB magnitudes estimated by the two di�erent groups (Kasliwal et al. 2022; Villar et al. 2018).

elements, where two types of mixing are important; (i) the mix-
ing between di�erent final and intermediate terms within the same
configuration and (ii) the mixing between di�erent configurations.
The former e�ect starts to appear for elements around the second
r-process peak, / & 50. The latter is important for heavier elements,
e.g., / & 74. Note, however, that fine structure transitions are usu-
ally less sensitive to these e�ects compared to other transitions such
as optical lines. Our list is also limited by the availability of energy
levels in the NIST database. For example, Ir III, Pt III, and Au III
as well as elements of / > 91 are not contained. In such cases,
one must rely on atomic structure codes to infer the energy levels.
For instance, Gillanders et al. (2021) studied the energy levels of
Pt III and Au III by using GRASP0 and showed that there are no
emission lines in 3 `m to 5 `m arising from the transitions between
the lower-lying energy levels. Nevertheless, we should keep in mind
that there can be additional lines.

Another caveat is that we do not include electric dipole tran-
sitions (E1). This is a reasonable assumption for the typical ion,
of which the energy scale of E1 transitions is usually larger than

1 eV. However, some lanthanide ions, e.g, Ce II and Tb II, have
E1 transition lines in mid-infrared. Including these lines may also
a�ect our conclusion. Finally, we use collision strengths computed
with HULLAC, which are not as accurate as those with the R-matrix
method. For the transitions between the levels within the ground
term of Se III and that between the ground and first excited level of
W IV, we find that our collision strengths agree within a factor of
2 with those presented in Sterling et al. (2017) and Ballance et al.
(2013), where the R-matrix method is used. However, for Te III
and excitation to the higher levels of W IV, our collision strengths
can be lower by a factor of ⇠ 5 (Madonna et al. 2018; Ballance
et al. 2013). This di�erence may be due to the fact that we do not
include resonant excitation. Therefore, the relative line intensities
may change if more accurate collision strengths are used.

4 CONCLUSION

We study the kilonova nebular emission in the range of 3 – 5
`m, where the Spitzer Space Telescope observed the kilonova in
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Table 1. Spitzer AB magnitude of the kilonova GW170817 at 43 days.

Wavelength model_1st, -+1,+2
model_1st, -+2,+3

model_2nd-3rd,-+1,+2
model_2nd-3rd,-+2,+3 Observed(1) Observed(2)

3.6 `m 24.6 24.5 22.4 23.8 > 23.21 > 23.3
4.5 `m 22.7 22.8 22.8 22.7 21.88 ± 0.04(±0.05) 22.9 ± 0.3

(1) Kasliwal et al. (2022). The 3f upper limit at 3.6 `m is shown. The systematic error is shown in the parenthesis.
(2) Villar et al. (2018). The 3f upper limit at 3.6 `m is shown. The error of the 4.5 `m detection is dominated by systematic uncertainties.

Figure 3. Synthetic spectra for the kilonova in GW170817 at 43 days. The solar r-process abundance pattern with the first peak elements (� > 69, model_1st)
and that without the first peak elements (� > 88, model_2nd-3rd) are used in the upper and lower panels. The ionization fractions are assumed to be equal
for -+1 and -+2 (left) and for -+2 and -+3 (right). The total flux is obtained by adding the contributions of all lines, where the Doppler-shifted line profile
is assumed to be a Gaussian in frequency space with a broadening parameter Eej = 0.12 and 0.072 for model_1st and model_2nd-3rd, respectively. Blue,
orange, and green vertical lines indicate the wavelength of each line in the rest frame for -+1, -+2, and -+3, respectively. The height of the vertical lines
corresponds to the total flux in a line divided by Eej/_D; . Also depicted are the Spitzer-4.5 `m detection, the 3.6 `m upper limit, and the spectral responses as a
vertical bar, a triangle, and dotted lines. (https://irsa.ipac.caltech.edu/data/SPITZER/docs/irac/calibrationfiles/spectralresponse/).
The bar indicates the range of the AB magnitudes estimated by the two di�erent groups (Kasliwal et al. 2022; Villar et al. 2018).

elements, where two types of mixing are important; (i) the mix-
ing between di�erent final and intermediate terms within the same
configuration and (ii) the mixing between di�erent configurations.
The former e�ect starts to appear for elements around the second
r-process peak, / & 50. The latter is important for heavier elements,
e.g., / & 74. Note, however, that fine structure transitions are usu-
ally less sensitive to these e�ects compared to other transitions such
as optical lines. Our list is also limited by the availability of energy
levels in the NIST database. For example, Ir III, Pt III, and Au III
as well as elements of / > 91 are not contained. In such cases,
one must rely on atomic structure codes to infer the energy levels.
For instance, Gillanders et al. (2021) studied the energy levels of
Pt III and Au III by using GRASP0 and showed that there are no
emission lines in 3 `m to 5 `m arising from the transitions between
the lower-lying energy levels. Nevertheless, we should keep in mind
that there can be additional lines.

Another caveat is that we do not include electric dipole tran-
sitions (E1). This is a reasonable assumption for the typical ion,
of which the energy scale of E1 transitions is usually larger than

1 eV. However, some lanthanide ions, e.g, Ce II and Tb II, have
E1 transition lines in mid-infrared. Including these lines may also
a�ect our conclusion. Finally, we use collision strengths computed
with HULLAC, which are not as accurate as those with the R-matrix
method. For the transitions between the levels within the ground
term of Se III and that between the ground and first excited level of
W IV, we find that our collision strengths agree within a factor of
2 with those presented in Sterling et al. (2017) and Ballance et al.
(2013), where the R-matrix method is used. However, for Te III
and excitation to the higher levels of W IV, our collision strengths
can be lower by a factor of ⇠ 5 (Madonna et al. 2018; Ballance
et al. 2013). This di�erence may be due to the fact that we do not
include resonant excitation. Therefore, the relative line intensities
may change if more accurate collision strengths are used.

4 CONCLUSION

We study the kilonova nebular emission in the range of 3 – 5
`m, where the Spitzer Space Telescope observed the kilonova in

MNRAS 000, 1–5 (2022)

Spitzer upper limit

Detection

A top-down approach for kilonova nebula

KH+ 2022

We propose two interpretations for the Spitzer observation:

1) the first r-process peak elements are abundant and Se III dominates the flux.

2) W III, Os III, Rh III are the main sources.

• All ions for which the experimental energy levels exist are included.

• Collision strengths are computed by HULLAC

• Ionization states, electron density, temperature are given.

• The wavelengths: ◎ , the intensities: △.



Preliminary result (KH+ in prep)

- JWST will do an excellent job for this. But we have to improve the model.

- Once we see any spectral features, we can improve the relevant atomic data.

Kilonova nebula: Heavy composition

Spitzer photometry



How kilonova remnants look like?

the b--decay of Zr40
97 , may produce an observable feature near

this energy beginning around 12 hours post-merger.
Just as with supernovae, γ-ray observations from the decay

of radioactive nuclei require nearby events with a rate much

lower than those achieved with optical and infrared observa-
tions. But, as with supernovae, this study, along with the work
of Hotokezaka et al. (2016) and Wu et al. (2019), shows the
unique potential of γ-rays to probe the details of

Figure 10. Synthetic spectra of one-component (left column) and two-component (right column) sources at distance 3Mpc (top row) and 10Mpc (bottom row),
integrated over the first 1Ms (11.6 days).

Figure 11. Remnant γ-spectra for the high (left) and moderate (right) initial neutron richness composition at 10 kyr epoch, compared with the LOX sensitivity for one-
year exposure (gray band). Black thin lines represent simulated spectra, broadened with expansion velocities 500 km s−1. Dark- and light-shaded spectra correspond
to further broadening to 1% and 10%, emulating spectral sensitivity of the detector. Distance to the source is 3 kpc.

13

The Astrophysical Journal, 889:168 (15pp), 2020 February 1 Korobkin et al.

γ-rays at 100kyr at 3kpc, Korobkin+2020

• 100 kyr remnants emit MeV γ-rays. 
• How about emission at the other 
wavelengths on various time scales?
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Figure 2. Sobolev optical depth of bound-bound transitions for the L model calculated with the theoretical line list
(Tanaka et al. 2020, Z = 30–88, top) and those calculated with the hybrid line list (Z = 20–88, bottom, Section 2.3). The ions
with large contributions are shown with colors. The left panels show the results with the density of ρ = 10−14 g cm−3 and the
temperature of T = 5000 K at t = 1.5 days, while the right panels show those with ρ = 10−15 g cm−3 and T = 3000 K at t = 3.5
days.

The right panel of Figure 3 shows the mean values
of the lower energy levels of transitions for all the lines
of singly ionized ions as a function of atomic number.
The mean lower energy level of transitions tends to
be pushed up toward higher energy as atomic number
increases in an electron shell series. Other ionization
states also show similar behavior. As spin-orbit interac-
tion energy strongly depends on atomic number, energy-
level spacing at a certain shell increases with atomic
number. Also, electron orbital radii become smaller as
atomic number increases, so that electron-electron inter-
action energies become higher for larger atomic number.
As a result, distribution of energy levels becomes wider
for larger atomic number at a given shell (Tanaka et al.
2020). Therefore, the ions with smaller atomic numbers
in a certain period on the periodic table tend to have
transitions from low-lying energy levels.

Consequently, it is natural that Sr, Y, Zr, Ba, La,
and Ce show strong lines. According to the two prop-
erties mentioned above, the ions on the left side of the
periodic table are anticipated to show strong lines. In
fact, all of the elements showing strong lines belong to
group 2 to 4 on the periodic table; in other words, they
have a relatively small number of valence electrons (low
complexity) and relatively low-lying energy levels.
Among these ions, La III and Ce III show strong lines

at the NIR wavelengths (Figure 2). This can be under-
stood from the properties of lanthanide elements. While
lanthanide elements are characterized by having the 4f -
electrons, the configurations of low-lying energy levels
for lanthanides also involve the outer 5d and 6s shells.
This means that the energy scales of 4f , 5d, and 6s or-
bitals for lanthanides are similar; in other words, the
energy differences between these orbitals are small. In
fact, the strong transitions of La III and Ce III at the

Sr IILa III
Ce III

Zr II

Domoto+KH 2022

Wavelengths & 
Oscillator strengths  
are from Hullac.
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Figure 2. Sobolev optical depth of bound-bound transitions for the L model calculated with the theoretical line list (Tanaka
et al. 2020, Z = 30–88, top) and those calculated with the hybrid line list (Z = 20–88, bottom, Section 2.3). The ions with large
contributions are shown with colors. The left panels show the results with the density of ρ = 10−14 g cm−3 and the temperature
of T = 5000 K at t = 1.5 days, while the right panels show those with ρ = 10−15 g cm−3 and T = 3000 K at t = 3.5 days.
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mean lower energy level of transitions tends to be pushed295
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an electron shell series. Other ionization states also297

show similar behavior. As spin-orbit interaction en-298

ergy strongly depends on atomic number, energy-level299

spacing at a certain shell increases with atomic number.300

Also, electron orbital radii become smaller as atomic301

number increases, so that electron-electron interaction302

energies become higher for larger atomic number. As303

a result, distribution of energy levels becomes wider for304

larger atomic number at a given shell (Tanaka et al.305

2020). Therefore, the ions with smaller atomic numbers306

in a certain period on the periodic table tend to have307

transitions from low-lying energy levels.308

Consequently, it is natural that lines of Sr, Y, Zr, Ba,309

La, and Ce show strong line strength. According to the310

two properties mentioned above, the ions on the left side311

of the periodic table are anticipated to show strong lines.312

In fact, all of the elements showing strong lines belong313

to group 2 to 4 on the periodic table; in other words,314

they have a relatively small number of valence electrons315

(low complexity) and relatively low-lying energy levels.316

Among these ions, La III and Ce III show strong lines317

at the NIR wavelengths (Figure 2). This can be under-318

stood from the properties of lanthanide elements. While319

lanthanide elements are characterized by having the 4f -320

electrons, the configurations of low-lying energy levels321

for lanthanides also involve the outer 5d and 6s shells.322

This means that the energy scales of 4f , 5d, and 6s or-323

bitals for lanthanides are similar; in other words, the324

energy differences between these orbitals are small. In325

fact, the strong transitions of La III and Ce III at the326

NIR wavelengths involve an electron jump between 4f327

and 5d orbitals (see Table 2 and 3). Thus, it is natural328

that La III and Ce III lines tend to appear in the NIR329

region.330

Sr II
La III

Ce III
Zr II

Domoto+KH 2022

Oscillator strengths  
are from Hullac. 
Wavelengths are 
calibrated by NIST
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Figure 8. Comparison between the synthetic spectra (blue) and the observed spectra of AT2017gfo (gray, Pian et al. 2017;
Smartt et al. 2017) at t = 1.5, 2.5, and 3.5 days after the merger (dark to light colors). Spectra are vertically shifted for
visualization. Gray shade shows the regions of strong atmospheric absorption.

It should be noted that the assumption of LTE may521

not be valid in a low density region. In the results here,522

neutral atoms especially for Y and Zr are the domi-523

nant opacity sources at t ≥ 2.5 days at the optical524

wavelengths (Tanaka et al. 2020; Kawaguchi et al. 2021;525

Gillanders et al. 2022). On the other hand, recent work526

on the nebula phase of kilonovae suggests that ioniza-527

tion fractions as well as the temperature structure of528

ejecta can be deviated from those expected in LTE with529

time, i.e., as the ejecta density decreases (Hotokezaka530

et al. 2021; Pognan et al. 2022b). These non-LTE effects531

may change the emergent spectra at a few days after the532

merger mainly at the optical wavelengths, where many533

strong lines of neutral atoms exist (Kawaguchi et al.534

2021).535

4. DISCUSSION536

4.1. Lanthanide abundances537

Our results show that kilonova photospheric spectra538

exhibit absorption features of La III and Ce III in the539

NIR region, which are in fact similar to those seen in the540

spectra of AT2017gfo. In this subsection, we examine a541

possible range of these lanthanide mass fractions in the542

ejecta of AT2017gfo by using the NIR features.543

To investigate the effect of the La amount on the spec-544

tra, we perform the same simulations as in Section 3 but545

by varying the mass fraction of La. The resultant spec-546

tra at t = 2.5 days after the merger are shown in the547

left panel of Figure 9. We find that the strength of ab-548

sorption due to the La III lines at λ ∼ 12500 Å changes549

with the mass fraction of La. On the other hand, no550

matter how the mass fraction changes, the overall spec-551

tral shapes hardly change. Because La lines have little552

effect on the total opacity, the NIR opacity is almost553

unchanged. Thus, the strong lines of La III keep pro-554

ducing strong absorption as long as an enough amount555

of La is present. According to the tests shown in the left556

panel of Figure 9, we estimate that the mass fraction of557

La is higher than 1/30 times that of the L model, i.e.,558

X(La)> 2× 10−6, which is required to identify the visi-559

ble absorption feature at λ ∼ 12500 Å in the spectra of560

AT2017gfo.561

By contrast, the situation is different for the case of562

Ce. To investigate the effect of the Ce amount on the563

Observed

Synthetic

Domoto+KH 2022

La III and Ce III may be in the observed spectrum. 
Although spectra can be generated, the systematic errors cannot be put.



Local Thermodynamic Equilibrium (LTE)
A very powerful method but it is not always correct.

Input

- Atomic energy levels, Ei

- Electric dipole transition rates (E1), Aij or fji


- Heating rate

Output

- Photon spectrum

Given a local T and n

- Free electron: Maxwell-Boltzmann distribution

- Level population: Boltzmann distribution

- Ionization: Saha equilibrium 

Tremendous efforts on 
these for opacity.

Can we develop non-LTE?



Non Local Thermodynamic Equilibrium (non LTE)
It can give in principle correct answers but demanding.

Input

- Atomic energy levels, Ei

- Transition rates including forbidden lines (E1, M2…), Aij or fij

- Photoionization cross sectionσ σγ,i 
- Electron-impact excitation cross sections σex,ij 
- Electron-impact ionization cross sections σion,i 
- Recombination rate coefficients αγ,i 
- Heating rate

Output

- Photon spectrum Iteration 

Given a local T and n

- Free electron: Maxwell-Boltzmann distribution

- Level population: Boltzmann distribution

- Ionization: Saha equilibrium 

Tremendous efforts on 
these for opacity.



Can we develop non-LTE?

2

Table 1
Fine structure transitions studied by Bahcall & Wolf (1968). The atomic data are taken from NIST.

Ion �fs (µm) A (s�1) ALS (s�1) Lower term Upper term
C I 609.135 7.93 · 10�8 7.95 · 10�8 3P0

3P1 M1
370.415 2.65 · 10�7 2.65 · 10�7 3P1

3P2 M1
230.343 1.72 · 10�14 – 3P0

3P2 E2
C II 157.679 2.29 · 10�6 2.29 · 10�6 2Po

1/2
2Po

3/2 M1

N II 205.30 2.08 · 10�6 2.08 · 10�6 3P0
3P1 M1

121.800 7.56 · 10�6 7.46 · 10�6 3P1
3P2 M1

76.4526 1.12 · 10�12 – 3P0
3P2 E2

N III 57.340 4.79 · 10�5 4.77 · 10�5 2Po
1/2

2Po
3/2 M1

57.340 7.38 · 10�12 – 2Po
1/2

2Po
3/2 E2

O I 63.1852 8.91 · 10�5 8.91 · 10�5 3P2
3P1 M1

63.1852 1.66 · 10�11 – 3P2
3P1 E2

44.0573 1.34 · 10�10 – 3P2
3P0 E2

145.535 1.75 · 10�5 1.75 · 10�5 3P1
3P0 M1

S I 25.249 1.40 · 10�3 1.40 · 10�3 3P2
3P1 M1

25.249 8.27 · 10�9 – 3P2
3P1 E2

56.311 3.02 · 10�4 3.02 · 10�4 3P1
3P0 M1

17.43254 7.05 · 10�8 – 3P2
3P0 E2

S III 33.48 4.79 · 10�4 4.79 · 10�4 3P0
3P1 M1

18.713 2.06 · 10�3 2.06 · 10�3 3P1
3P2 M1

18.713 1.00 · 10�8 – 3P1
3P2 E2

12.0036 4.11 · 10�8 – 3P0
3P2 E2

S IV 10.5105 7.74 · 10�3 7.74 · 10�3 2Po
1/2

2Po
3/2 M1

Al I 89.237 1.01 · 10�5 1.26 · 10�5 2P1/2
2P3/2 M1

Si I 129.676 8.25 · 10�6 8.24 · 10�6 3P0
3P1 M1

68.4735 4.21 · 10�5 4.20 · 10�5 3P1
3P2 M1

68.4735 1.21 · 10�10 – 3P1
3P2 E2

44.8115 3.49 · 10�10 – 3P0
3P2 E2

Si II 34.814 2.10 · 10�4 2.13 · 10�4 2Po
1/2

2Po
3/2 M1

34.814 1.60 · 10�9 – 2Po
1/2

2Po
3/2 E2

Table 2
Fine structure transitions of iron group elements. The atomic data are taken from NIST.

Ion �fs (µm) A (s�1) ALS (s�1) Lower term Upper term
Fe I 24.04233 2.51 · 10�3 2.49 · 10�3 5D4

5D3 M1
34.7133 1.56 · 10�3 1.55 · 10�3 5D3

5D2 M1
54.3109 5.92 · 10�4 5.89 · 10�4 5D2

5D1 M1
111.1828 1.18 · 10�4 1.18 · 10�4 5D1

5D0 M1
Fe II 25.98839 2.13 · 10�3 2.13 · 10�3 6D9/2

6D7/2 M1
35.34872 1.57 · 10�3 1.57 · 10�3 6D7/2

6D5/2 M1
51.30076 7.19 · 10�4 7.19 · 10�4 6D5/2

6D3/2 M1
87.3836 1.89 · 10�4 1.89 · 10�4 6D3/2

6D1/2 M1
Fe III 22.9258 2.884 · 10�3 2.877 · 10�3 5D4

5D3 M1
33.038 1.803 · 10�3 1.795 · 10�3 5D3

5D2 M1
Co II 22.9258 2.884 · 10�3 2.877 · 10�3 5D4

5D3 M1

Table 3
Fine structure transitions of heavy elements. The atomic data are taken from NIST.

Ion �fs (µm) A (s�1) ALS (s�1) Lower term Upper term
Sr II 0.6740252 2.559 – 2S1/2

2D5/2 E2
0.6870066 2.299 – 2S1/2

2D3/2 M1+E2

Ac III 12.4846 8.48 · 10�7 – 2S1/2
2D3/2 E2

2.93863 4.30 · 10�1 4.25 · 10�1 2D3/2
2D5/2 M1

2.37872 3.745 · 10�3 – 2S1/2
2D5/2 E2

Pt II 1.187671 8.75 9.66 2D5/2
2D3/2 M1

Sn II 2.352114 0.694 0.691 2Po
1/2

2Po
3/2 M1

Bi III 0.4810426 86.3 80.75 2Po
1/2

2Po
3/2 M1+E2

We can get radiative transition rates for M1 by an analytic formula (KH+ in prep).
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Table 4
Collision strengths from HULLAC and the literature

Ion Upper level Lower level Hullac R-matrix reference
C II 2P3/2

2P1/2 2.4 1.8 Tayal (2008)

O I 3P1
3P2 2.3 5.9e-3 (8.7e-2) Zatsarinny & Tayal (2003)

3P0
3P2 0.7 2.6e-3 (7.2e-2)

3P0
3P1 1.3 7e-5 (3.7e-2)

Se III 3P1
3P0 0.96 1.80 Sterling et al. (2017)

3P2
3P0 1.78 1.10

3P2
3P1 3.0 4.46

1D2
3P0 0.34 0.65

1D2
3P1 1.07 2.08

1D2
3P2 0.68 0.14

Te III 3P1
3P0 0.87 5.81 Madonna et al. (2018)

3P2
3P0 2.1 2.57

3P2
3P1 3.63 8.74

1D2
3P0 0.32 1.1

1D2
3P1 1.09 4.32

1D2
3P2 2.70 8.61

W IV 4F5/2
5F3/2 3.17 4.54 Ballance et al. (2013)

4F7/2
5F3/2 0.59 1.89

4F9/2
5F3/2 0.26 1.32

Figure 1. Group 1.
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Collisional processes are always problematic. (preliminary values from Hullac)


