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The Exciting World of Black Hole Accretion!
Name Small Black Holes Big Black Holes

Aliases Stellar Mass Black Holes
Galactic Black Holes

Supermassive Black Holes
Active Galactic Nuclei (AGN)

Masses ~3 - 100 Msun 105 - 1010 Msun

Locale Our Galaxy (those we can seen) Centers of Galaxies

Typical Method 
of Observation

Radio, X-rays Radio, X-rays

Jets? Yes Yes
Greater 

Relevance
Stelllar Mass Distribution, 

Grav. Wave source populations
Star formation rates, interstellar/

intergalactice medium, galactic evol.



Closeup Views of Black Holes Done et al 2007

X-rays

Tanaka++1995
ASCA Observation

GRS 1915+105
Mirabel & Rodriguez 1994 / VLA 



Closeup Views of Black Holes

M87

Sgr A*

Doeleman++2012
Walker++2008

Radio and sub-mm
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Figure 1. HST WFPC2/PC images of J1536+0441. North is at the top. The upper-left panel shows the central 4′′ × 4′′ of the F675W up-sampled summed image. A
linear stretch has been used. The companion is left of the QSO. The upper-right panel is the central 2′′ × 2′′ of same image, but with a logarithmic stretch to show
the inner structure of the QSO core. The lower-left panel shows a 2′′ × 2′′ patch of the F675W image centered between the QSO and companion after a PSF scaled
to the peak of the QSO has been subtracted. The bright residuals are artifactual. The lower-right panel shows the central 4′′ × 4′′ of the F439W image. The stretch is
identical to that in the upper-left panel.

1989; Wrobel & Heeschen 1991)—it is well above the typical
power seen in galaxies close to the estimated absolute magnitude
given above.

Despite its strong radio emission, the companion shows no
obvious nuclear point-source component in the optical. This is
consistent with the analysis shown in the next section that shows
that the companion is not the source of the optical emission
lines. Decarli et al. (2009) assert that the companion does have
a point source component in contradiction of the present results.
However, they present no analysis or figures to support this
claim, and the spatial resolution of their K-band image appears
to be at least an order of magnitude poorer than that of the HST
images.

There are no other obvious sources associated with either
the QSO or companion. The reference PSF and QSO core have
identical morphologies within their half-light radii. In particular,
we can easily rule out the presence of an additional point
source having a flux exceeding 10% of the QSO centered at
any distance greater than 0.′′1 from the QSO. At slightly larger
radii, the residuals of the PSF subtraction show a largely dipole
pattern, with excess light seen to the northwest of the QSO
in Figure 1. While, as noted earlier, there is very little recent
stellar imaging available in the F675W filter, examination of

standard stars observed in the F555W or F547M filters a few
months prior to execution of the present program show this
pattern to be common; it is consistent with a small amount of
comatic aberration. We thus conclude that the residual pattern
is artifactual. The residuals also make it difficult to set any
constraints on the properties of the QSO host galaxy. On the
assumption that the QSO subtraction residuals are largely due
to a host galaxy, rather than a miss-match between the PSF and
QSO core, the implied host luminosity is less luminous than
Mg ∼ −22.

3. THE SPECTROSCOPY

3.1. Observations and Their Reduction

Spectra of J1536+041 were obtained on the night of April 22
(UT) with the RC spectrograph on the Mayall 4 m telescope
at Kitt Peak. The BL 420 grating provides a 1.5 Å pixel−1

dispersion; in combination with a 1.′′5 wide slit, the resulting
resolution is between 3.0 Å and 3.6 Å over the wavelength
ranges covered. Two grating tilts were used, a blue setting to
cover the region from 5000 Å to 7600 Å and a red setting to
cover the region from 7000 Å to 9500 Å. The slit was 49′′

long and was oriented east–west to capture the companion seen

Lauer & Boroson 2009

0402+379 
 d = 5 pc
Xu et al. 1994
Maness et al. 2004
Rodriguez et al. 2006

flux density of 0402+379 at 5 GHz is 1.1 Jy (Pauliny-Toth et al.
1978; Becker et al. 1991), which is a radio luminosity of 7;
1031 ergs s!1 Hz!1. This is in agreement with the X-ray to 5 GHz
radio luminosity correlation of Brinkmann et al. (2000).

The ROSAT archive also contains two HRI pointings of this
source for a combined exposure of 27 ks. These show that the
X-ray source is largely resolved, extending over a radius of"1500

and appears to follow the faint diffuse emission surrounding the
galaxy core. The bulk of the X-ray flux lies between the elliptical
and its companion, further supporting the interaction hypothesis.
The X-ray luminosity for this diffuse emission is comparable to
the AGN estimate above, e.g., L0:1!2 # 3 ; 1043 ergs s!1 for a
1 keV Raymond-Smith plasma and likely dominates the flux of
the ROSATAll-Sky Survey source.

We find that the X-ray emission of 0402+379 is unique; of
the 35 known CSOs (Compact Symmetric Objects) this is the
only source detected in the ROSATAll-Sky Survey. Thus, further
X-ray observations could abet optical data in probing the nature
of this emission and the connection with recent merger and/or
nuclear activity.

3. RESULTS

3.1. Radio Continuum

Figure 2 shows naturally weighted 0.3 and 5 GHz images
from the 2005 VLBA observations. The structure of the source
at 5 GHz reveals the presence of two diametrically opposed jets,
as well as two central strong components, one directly between

Fig. 3.—Naturally weighted 2005 VLBA images of 0402+379 at 8, 15, 22 and 43 GHz. Contours are drawn beginning at 3 ! and increase by factors of 2 thereafter.
The peak flux density and rms noise for each frequency are given in Table 1. The labels shown in the 5 GHzmap indicate the positions of the two strong, compact, central
components derived from model fitting.
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Black Hole Accretion Anatomy
•Ideal MHD = Magnetohydrodynamics

•Radiative Transfer, Ray-tracing 

•Multi-species thermodynamics

•GR = General Relativity



General Relativistic Magnetohydrodynamics
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General Relativistic Magnetohydrodynamics
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Christoffel 
Symbols:

∂

∂t
U (P) +

∂

∂xi
Fi (P) = S (P) (1)

∂

∂t

√
−g





ρut

T t
t + ρut

T t
j

Bk



 +
∂

∂xi
√
−g





ρui

T i
t + ρui

T i
j�

biuk − bkui
�



 =
√
−g





0
T κ

λΓλ
tκ − Ft

T κ
λΓλ

jκ − Fj

0



 (2)

Tµν = (ρ+ u+ p+ 2pm)uµuν + (p+ pm) gµν − bµbν (3)

ds2 = gµνdx
µdxν (4)

ds2 = − (1− 2M/r) dt2 + (1− 2M/r)−1 dr2 + r2dθ2 + r2 sin2 θdφ2 (5)

Γµ
νκ =

1

2
gµσ

�
∂

∂xν
gκσ +

∂

∂xκ
gνσ − ∂

∂xσ
gνκ

�
. (6)

∂I

∂λ
= K (j − αI) (7)

j = j(ρ, p, uµ, Bi, ν) (8)

α = α(ρ, p, uµ, Bi, ν) (9)

x0
�

= t = x0 (10)

x1
�

= r = Mex
1

(11)

x2
�

= θ = θ(x2) =
π

2

�
1 + (1− ξ)

�
2x2 − 1

�
+

�
ξ − 2θc

π

��
2x2 − 1

�n�
(12)

x3
�

= φ = x3 (13)

gµν =
∂xµ

�

∂xµ
∂xν

�

∂xν
gµ�ν� (14)

1

∂

∂t
U (P) +

∂

∂xi
Fi (P) = S (P) (1)

∂

∂t

√
−g





ρut

T t
t + ρut

T t
j

Bk



 +
∂

∂xi
√
−g





ρui

T i
t + ρui

T i
j�

biuk − bkui
�



 =
√
−g





0
T κ

λΓλ
tκ − Ft

T κ
λΓλ

jκ − Fj

0



 (2)

Tµν = (ρ+ u+ p+ 2pm)uµuν + (p+ pm) gµν − bµbν (3)

ds2 = gµνdx
µdxν (4)

ds2 = − (1− 2M/r) dt2 + (1− 2M/r)−1 dr2 + r2dθ2 + r2 sin2 θdφ2 (5)

Γµ
νκ =

1

2
gµσ

�
∂

∂xν
gκσ +

∂

∂xκ
gνσ − ∂

∂xσ
gνκ

�
. (6)

∂I

∂λ
= K (j − αI) (7)

j = j(ρ, p, uµ, Bi, ν) (8)

α = α(ρ, p, uµ, Bi, ν) (9)

x0
�

= t = x0 (10)

x1
�

= r = Mex
1

(11)

x2
�

= θ = θ(x2) =
π

2

�
1 + (1− ξ)

�
2x2 − 1

�
+

�
ξ − 2θc

π

��
2x2 − 1

�n�
(12)

x3
�

= φ = x3 (13)

gµν =
∂xµ

�

∂xµ
∂xν

�

∂xν
gµ�ν� (14)

1



GRMHD Numerical Method  (Harm3D)

Harm3d written largely independent of chosen 
coordinate system (covariance)

GRMHD code

Now able to handle “arbitrary” spacetimes, though 
one must be specified;

Equations solved on a uniform discretized domain 
in system of coordinates tailored to the problem; 

Efficiency through simple uniform domain 
decomposition: 

Adaptivity pushed to the warped system of 
coordinates; 

Prefer to use coordinates similar to spherical 
coordinates to accurately evolve disks with significant 
azimuthal component;

Minimizes dissipation; 

Allows us to better track transport of angular 
momentum --> essential for understanding disks;

Grid must resolve dominant modes of the 
magnetorotational instability, responsible for ang. mom. 
transport;   

High-resolution Shock-capturing techniques; 
Reconstruction of Primitive var’s (density, 
pressure, velocities) at cell interfaces:

Piecwise parabolic (PPM) 
Approximate Riemann solver: 

Lax-Friedrichs (HLL available)

Conserved variables are advanced in time using 
Method of Lines with 2nd-order Runge-Kutta;

Primitives are recovered from Conserved var’s 
using “2D” and “1DW” algorithms from       
Noble++2006

Finite Volume Method:Geometry and Coordinates:

Sano++2004    Noble++2010   Hawley++2011

Solenoidal Constraint Enforcement:
                  leads to :

Non-perpendicular Lorentz forces to Bi

Inconsistency with MHD;
Sometimes instabilities and artifacts;

3d, modified version of Flux-CT  of Toth 2000

∂iB
i �= 0

Ez = vxBy − vyBx = fx

Noble++2009



GRMHD Numerical Method  (Harm3D)
Solenoidal Constraint Enforcement:

                  leads to :
Non-perpendicular Lorentz forces to Bi

Inconsistency with MHD;
Sometimes instabilities and artifacts;

3d, modified version of Flux-CT  of Toth 2000

∂iB
i �= 0

Ez = vxBy − vyBx = fx

Failure Recovery:
“Con2Prim” or Primitive var. calculation can 
often lead to an unphysical state; 
Large scale simulations demand robust 
schemes that handle instabilities on the fly; 
Use a variety of methods:

Alternate Con2Prim routines;
Simpler state equations; 
Interpolation...

Advanced Topics: Recovery Method

See recover primitives in step ch.c

Name Description True Condition
T1 P = Pi (U) All Pi (U) return true or

γ > γmax2

T2 check floor(P) ρ < ρf or u < uf
T3 check gamma(P) γ > γmax1

T4 Pee = Pee(U) If Pee returns true
T7 interpP If there are too few

good nearest neighbors
T8 fixup floor Never
T9 fixup gamma Never
T10 P = Pold Never
T11 interpv If there are too few

good nearest neighbors
T12 check entropy eq(P) If u < βminb

2

T13 check Tmax u > Tmaxρ
T14 fixup Tmax Never

S. Noble Harm3d
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GRMHD Numerical Method  (Harm3D)
Failure Recovery:

“Con2Prim” or Primitive var. calculation can 
often lead to an unphysical state; 
Large scale simulations demand robust 
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Use a variety of methods:
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Advanced Topics: Recovery Method

See recover primitives in step ch.c

Name Description True Condition
T1 P = Pi (U) All Pi (U) return true or
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T2 check floor(P) ρ < ρf or u < uf
T3 check gamma(P) γ > γmax1

T4 Pee = Pee(U) If Pee returns true
T7 interpP If there are too few
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T11 interpv If there are too few

good nearest neighbors
T12 check entropy eq(P) If u < βminb

2

T13 check Tmax u > Tmaxρ
T14 fixup Tmax Never

S. Noble Harm3d

Typical Production Run:
~ 1 Millions SUs;
2000-4000 cores;

80% efficiency going from 2,400 --> 16,000 cores
2e7 cells, 1e6 - 1e7 time steps;
Single BH:  33,000 zone-cycles/sec/core;
Binary BH:  11,000 zone-cycles/sec/core;
Clusters typically used:  Ranger, Kraken



General Relativistic Radiative Transfer
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Figure 6. Spectra predicted by our model at several different viewing angles.
Top: in the optically thin model. Bottom: in the optically thick model.
(A color version of this figure is available in the online journal.)

between 1.5 and 2 keV, with higher inclination angles generating
noticeably harder spectra.

In Figure 7, we contrast the spectrum seen at an inclination
of 60◦ in the optically thick model to the spectrum predicted at
that inclination for several optically thick NT models of varying
spin. Not surprisingly, at photon energies well below the peak
there is very little difference, either due to the additional physics
of our simulation or to the effects of BH rotation. Near the peak
the curves begin to diverge, with the spectrum predicted from
the simulation data systematically brighter at higher photon
energies than the zero-spin NT model would predict. Where
νLν is the greatest, the simulation predicts a luminosity greater
than NT by "20%; at photon energies three times greater, the
discrepancy is a factor of two.

Roughly speaking, the inward extension of high surface
brightness due to continued dissipation near the ISCO resembles
the inward extension of high surface brightness in the NT model
when the spin increases. In this case, the nearest match is to
a/M " 0.2. The degree to which a higher-spin NT model
can mimic MHD turbulent dissipation will be examined more
quantitatively in the next section.

4. SYSTEMATIC ERRORS IN INFERRING SPIN FROM
CONTINUUM SPECTRAL FITTING

Given the difference between the surface brightness profile
predicted by our physical simulation and that of the NT analytic
model with its guessed inner boundary condition, one might well
expect that forcing a fit to the NT prescription might result in
significant systematic error in the inferred spin. In this section,
we evaluate the character of that error.
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Figure 7. Spectrum as seen at 60◦ inclination according to our optically thick
model (solid red curve) and according to three (optically thick) Novikov–Thorne
models with the same accretion rate as the simulation (dashed curves) for spins
a/M = 0, 0.2, and 0.4 (bottom to top).
(A color version of this figure is available in the online journal.)

If the accretion rate were known, Figure 7 already shows that
a forced NT fit would tend to suggest a spin somewhat greater
than the actual one. However, that is never the case; the accretion
rate is also a free parameter. Moreover, it is hardly the only one:
in most cases there are uncertainties about the inclination, and
sometimes significant uncertainty about the distance and BH
mass as well. The sense and magnitude of the systematic error
can also be affected by the process of simultaneously fitting for
these parameters.

To quantify these effects without restricting ourselves to the
properties of any particular instrument or measurement, we
begin by defining a quality-of-fit parameter modeled after χ2:

χ2 =
∑

i

(
F NT

i − F sim
i

)2

σ 2
i

, (8)

where F NT
i and F sim

i are the spectral predictions by the NT
model and the simulation in Fν units, and σi is the measurement
“error” in that bin. The number of photons per bin is ∝ Fi∆ν/ν;
if only Poisson errors are relevant, σ 2

i ∝ Fi provided that ∆ν/ν
is constant. In the fits we will show here, the range of energies
considered was 0.2–10 keV. We have also experimented with
restricting that range to 2–10 keV in order to more closely
resemble existing instruments such as RXTE; although the
ability to distinguish different models does suffer somewhat,
none of our qualitative conclusions is altered.

Consider first the ability to fit simultaneously for all possible
unknown parameters: BH mass, distance, inclination, spin,
and accretion rate. As in our previous illustrative examples,
we choose a case in which the actual mass is 10 M%, the
accretion rate is 0.1 in Eddington units, and the spin is the
spin of the ThinHR simulation, i.e., a/M = 0. We consider
three different target inclinations: 15◦, 45◦, and 75◦. Given the
freedom to adjust the BH mass, distance, and accretion rate
independently, we find that it is possible to find excellent fits
across virtually the entire spin–inclination-angle plane. That is,
with this many free parameters, one can neither distinguish the
NT surface brightness profile from the simulation prediction nor,
assuming the NT model, come close to determining any of the
parameters.

Because there are often decent constraints on the mass and
distance (see, e.g., Orosz & Bailyn 1997; Miller-Jones et al.
2009; Orosz et al. 2011), it is also relevant to consider the case

7

spin = 0.4

spin = 0.2

spin = 0.0

NT = Novikov-Thorne
= Standard time-axi-  
symmetric cold disk solution
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between 1.5 and 2 keV, with higher inclination angles generating
noticeably harder spectra.

In Figure 7, we contrast the spectrum seen at an inclination
of 60◦ in the optically thick model to the spectrum predicted at
that inclination for several optically thick NT models of varying
spin. Not surprisingly, at photon energies well below the peak
there is very little difference, either due to the additional physics
of our simulation or to the effects of BH rotation. Near the peak
the curves begin to diverge, with the spectrum predicted from
the simulation data systematically brighter at higher photon
energies than the zero-spin NT model would predict. Where
νLν is the greatest, the simulation predicts a luminosity greater
than NT by "20%; at photon energies three times greater, the
discrepancy is a factor of two.

Roughly speaking, the inward extension of high surface
brightness due to continued dissipation near the ISCO resembles
the inward extension of high surface brightness in the NT model
when the spin increases. In this case, the nearest match is to
a/M " 0.2. The degree to which a higher-spin NT model
can mimic MHD turbulent dissipation will be examined more
quantitatively in the next section.

4. SYSTEMATIC ERRORS IN INFERRING SPIN FROM
CONTINUUM SPECTRAL FITTING

Given the difference between the surface brightness profile
predicted by our physical simulation and that of the NT analytic
model with its guessed inner boundary condition, one might well
expect that forcing a fit to the NT prescription might result in
significant systematic error in the inferred spin. In this section,
we evaluate the character of that error.
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models with the same accretion rate as the simulation (dashed curves) for spins
a/M = 0, 0.2, and 0.4 (bottom to top).
(A color version of this figure is available in the online journal.)

If the accretion rate were known, Figure 7 already shows that
a forced NT fit would tend to suggest a spin somewhat greater
than the actual one. However, that is never the case; the accretion
rate is also a free parameter. Moreover, it is hardly the only one:
in most cases there are uncertainties about the inclination, and
sometimes significant uncertainty about the distance and BH
mass as well. The sense and magnitude of the systematic error
can also be affected by the process of simultaneously fitting for
these parameters.

To quantify these effects without restricting ourselves to the
properties of any particular instrument or measurement, we
begin by defining a quality-of-fit parameter modeled after χ2:
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∑
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where F NT
i and F sim

i are the spectral predictions by the NT
model and the simulation in Fν units, and σi is the measurement
“error” in that bin. The number of photons per bin is ∝ Fi∆ν/ν;
if only Poisson errors are relevant, σ 2

i ∝ Fi provided that ∆ν/ν
is constant. In the fits we will show here, the range of energies
considered was 0.2–10 keV. We have also experimented with
restricting that range to 2–10 keV in order to more closely
resemble existing instruments such as RXTE; although the
ability to distinguish different models does suffer somewhat,
none of our qualitative conclusions is altered.

Consider first the ability to fit simultaneously for all possible
unknown parameters: BH mass, distance, inclination, spin,
and accretion rate. As in our previous illustrative examples,
we choose a case in which the actual mass is 10 M%, the
accretion rate is 0.1 in Eddington units, and the spin is the
spin of the ThinHR simulation, i.e., a/M = 0. We consider
three different target inclinations: 15◦, 45◦, and 75◦. Given the
freedom to adjust the BH mass, distance, and accretion rate
independently, we find that it is possible to find excellent fits
across virtually the entire spin–inclination-angle plane. That is,
with this many free parameters, one can neither distinguish the
NT surface brightness profile from the simulation prediction nor,
assuming the NT model, come close to determining any of the
parameters.

Because there are often decent constraints on the mass and
distance (see, e.g., Orosz & Bailyn 1997; Miller-Jones et al.
2009; Orosz et al. 2011), it is also relevant to consider the case
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energies. Also visible is a broadened iron line feature around 5–7 keV, which will be discussed

in greater detail in the following section.

Fig. 12.— Broad-band X-ray spectra for M = 10M! and a range of luminosities, integrated

over all inclination angles. In each case, the spectrum includes a broad thermal peak around
1-3 keV, a power-law tail and Compton reflection hump above 10 keV, and a broad iron line
at 5-7 keV.
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The most important result to be seen in Figure 12 is that, for the first time, we have

been able to use the genuine physics of global MHD simulations to reproduce the X-ray spectra

observed in a wide variety of black hole binary states. Moreover, we are able to do so

even while retaining an optically thick thermal disk extending to small radii. In Table 2
we give a summary of the spectra plotted in Figure 12, using the classifications defined

by Remillard & McClintock (2006). We estimate the disk fraction f b between 2–20 keV by
fitting the thermal peak with a diluted black-body spectrum from a standard N-T disk. Note
that f b is (particularly for small ṁ) smaller than 1−Lcor/Ltot shown in Table 1 because it is

the fraction only within the 2–20 keV band, and much of the disk power is radiated at lower
energies. The power-law index Γ (where the number flux of photons per unit energy E is

N(E) ∝ E−Γ) is measured between 10 and 100 keV. While we do not claim to completely fit
the spectra with only a thermal peak and a single power-law tail, f b and Γ are still valuable
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between 1.5 and 2 keV, with higher inclination angles generating
noticeably harder spectra.

In Figure 7, we contrast the spectrum seen at an inclination
of 60◦ in the optically thick model to the spectrum predicted at
that inclination for several optically thick NT models of varying
spin. Not surprisingly, at photon energies well below the peak
there is very little difference, either due to the additional physics
of our simulation or to the effects of BH rotation. Near the peak
the curves begin to diverge, with the spectrum predicted from
the simulation data systematically brighter at higher photon
energies than the zero-spin NT model would predict. Where
νLν is the greatest, the simulation predicts a luminosity greater
than NT by "20%; at photon energies three times greater, the
discrepancy is a factor of two.

Roughly speaking, the inward extension of high surface
brightness due to continued dissipation near the ISCO resembles
the inward extension of high surface brightness in the NT model
when the spin increases. In this case, the nearest match is to
a/M " 0.2. The degree to which a higher-spin NT model
can mimic MHD turbulent dissipation will be examined more
quantitatively in the next section.

4. SYSTEMATIC ERRORS IN INFERRING SPIN FROM
CONTINUUM SPECTRAL FITTING

Given the difference between the surface brightness profile
predicted by our physical simulation and that of the NT analytic
model with its guessed inner boundary condition, one might well
expect that forcing a fit to the NT prescription might result in
significant systematic error in the inferred spin. In this section,
we evaluate the character of that error.
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Figure 7. Spectrum as seen at 60◦ inclination according to our optically thick
model (solid red curve) and according to three (optically thick) Novikov–Thorne
models with the same accretion rate as the simulation (dashed curves) for spins
a/M = 0, 0.2, and 0.4 (bottom to top).
(A color version of this figure is available in the online journal.)

If the accretion rate were known, Figure 7 already shows that
a forced NT fit would tend to suggest a spin somewhat greater
than the actual one. However, that is never the case; the accretion
rate is also a free parameter. Moreover, it is hardly the only one:
in most cases there are uncertainties about the inclination, and
sometimes significant uncertainty about the distance and BH
mass as well. The sense and magnitude of the systematic error
can also be affected by the process of simultaneously fitting for
these parameters.
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“error” in that bin. The number of photons per bin is ∝ Fi∆ν/ν;
if only Poisson errors are relevant, σ 2

i ∝ Fi provided that ∆ν/ν
is constant. In the fits we will show here, the range of energies
considered was 0.2–10 keV. We have also experimented with
restricting that range to 2–10 keV in order to more closely
resemble existing instruments such as RXTE; although the
ability to distinguish different models does suffer somewhat,
none of our qualitative conclusions is altered.

Consider first the ability to fit simultaneously for all possible
unknown parameters: BH mass, distance, inclination, spin,
and accretion rate. As in our previous illustrative examples,
we choose a case in which the actual mass is 10 M%, the
accretion rate is 0.1 in Eddington units, and the spin is the
spin of the ThinHR simulation, i.e., a/M = 0. We consider
three different target inclinations: 15◦, 45◦, and 75◦. Given the
freedom to adjust the BH mass, distance, and accretion rate
independently, we find that it is possible to find excellent fits
across virtually the entire spin–inclination-angle plane. That is,
with this many free parameters, one can neither distinguish the
NT surface brightness profile from the simulation prediction nor,
assuming the NT model, come close to determining any of the
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The most important result to be seen in Figure 12 is that, for the first time, we have

been able to use the genuine physics of global MHD simulations to reproduce the X-ray spectra

observed in a wide variety of black hole binary states. Moreover, we are able to do so

even while retaining an optically thick thermal disk extending to small radii. In Table 2
we give a summary of the spectra plotted in Figure 12, using the classifications defined

by Remillard & McClintock (2006). We estimate the disk fraction f b between 2–20 keV by
fitting the thermal peak with a diluted black-body spectrum from a standard N-T disk. Note
that f b is (particularly for small ṁ) smaller than 1−Lcor/Ltot shown in Table 1 because it is

the fraction only within the 2–20 keV band, and much of the disk power is radiated at lower
energies. The power-law index Γ (where the number flux of photons per unit energy E is

N(E) ∝ E−Γ) is measured between 10 and 100 keV. While we do not claim to completely fit
the spectra with only a thermal peak and a single power-law tail, f b and Γ are still valuable



2) Approximate Spacetimes

Yunes++2006

• Solve Einstein’s Equations approximately, perturbatively;
• Expand equations to orders of 2.5 Post-Newtonian order 

• Used as initial data of Numerical Relativity simulations;
• BHs rigidly rotate at Post-Newtonian Frequency; 
• a0 = 20M;
• Domain:  r = [0.75 a0, 13a0] = [15M, 260M];
• Keep binary at fixed separation until t = 40,000M;
• For t > 40,000M, let BHB inspiral according to PN;
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Inner-Zone: Kerr + Multipolar Deformation (BH perturbation theory)
Near-Zone: 2 spinning point-particles in slow-motion/weak-gravity (PN theory)

Far-Zone: A weak-gravity source emitting Multipoles (PM theory)
Wednesday, June 22, 2011

Binary Black Hole Spacetimes
1) Solve Einstein’s Equations: Numerical Relativity

• Set of 12 second-order non-linear PDEs with constraints and gauge choices;
• Two-body problem solved only after ~30 years of research;  
• Require grid refinement hierarchies that follow BHs --- not amenable for disk evolutions
• Please recall talks by Rezzolla, Loffler, Montero;

Metric Analytic Approximation: Initial Data

Global, analytic approximation for the metric describing the late

quasi-circular inspiral of two comparable black-holes (Yunes et al.

(2006a, 2006b); Johnson-McDaniel et al. (2009)).

Inner Zone (ri << b): well described by black-hole perturbation

theory (expansion parameter �i = ri/b). Use Detweiler’s

Schwarzschild perturbed metric in Cook-Scheel (harmonic)

coordinates. Electric and magnetic multipoles encode the external

tidal field effects.

Near Zone (ri >> mi and r ≤ λ/2π): (slow-motion/weak field:

�i = mi/ri ∼ (vi/c)2) post-Newtonian theory of point-particles in

harmonic coordinates (Blanchet-Faye-Ponsot (1998)). Gravitational

radiation contents are treated perturbatively.

Far Zone (r ≥ λ/2π): post-Minkowskian theory. Harmonic

coordinates. Expansion in terms of radiative multipole moments.

Non-perturbative gravitational radiation treatment.

Bruno C. Mundim Approximate Black Hole Binary Spacetimes 2012-06-20
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The “Lump”

– 47 –

Fig. 1.—: A series of snapshots of the disk surface density at different times. Density contours are

on a linear scale. The color scale encoding the density (see the color bar for each panel) has twice

the range in the bottom two panels as in the top two. White dots show the position of the binary;

the faint white solid circle shows the boundary of the central cut-out; the white dash-dotted circles

represent the radii r = 1, 2 and 3a.
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Fig. 1.—: A series of snapshots of the disk surface density at different times. Density contours are

on a linear scale. The color scale encoding the density (see the color bar for each panel) has twice

the range in the bottom two panels as in the top two. White dots show the position of the binary;

the faint white solid circle shows the boundary of the central cut-out; the white dash-dotted circles

represent the radii r = 1, 2 and 3a.GRMHD: Noble++2012

Newtonian MHD:
Shi++2012

– 18 –

Newtonian period of a circular equatorial orbit at radius r. Our procedure is similar to those used

by Noble et al. (2009) and Penna et al. (2010). The term in the parentheses acts as a switch

ensuring that L ≥ 0 always, and is zero when the local entropy, S = p/ρΓ, is below the target

entropy, S0 = 0.01, which is the constant value used in the initial data’s torus. Hence, the cooling

function should release any heat generated through dissipation since the initial state. We do not

cool unbound material—i.e. fluid elements that satisfy (ρh+ 2pm) ut < −ρ)—since we do not want

to include cooling that results from application of density or pressure floors. Since L is the cooling

rate in the local fluid frame, its implementation in the EOM must be expressed in the coordinate

frame:

Fµ = Luµ . (24)

Another advantage of the cooling function is that it provides us with a proxy for bolometric

emissivity that is consistent with the disk’s thermodynamics—unlike a posteriori estimates of syn-

chrotron and/or bremsstrahlung luminosity that have typically been made in numerical relativity

simulations (e.g., Bode et al. (2010); Farris et al. (2010, 2011)). We will use L to make predictions

of the total luminosity from circumbinary disks. These predictions are made by integrating L over

the domain in the coordinate frame; we expect to verify their accuracy using full GR ray-tracing

in future work.

4. Results

4.1. Approximate Steady State

At the beginning of both simulations, orbital shear transforms part of the radial component of

the magnetic field to toroidal, creating a laminar Maxwell stress. Meanwhile, in the same region, the

magnetorotational instability grows, its amplitude exponentiating on the local dynamical timescale,

# 500M at the initial inner edge of the disk, r = 60M . The turbulence in the inner disk reaches

nonlinear saturation at t # 10, 000M . Under the combined influence of the initial laminar and later

turbulent Maxwell stress, matter flows inward (see Fig. 4).

Soon after t # 10, 000M , the inward flow begins to pile up at r # 50M , between two and three

times the binary separation (the dashed line in both panels of Fig. 4 marks the location of 2a(t) in

order to guide the eye). We define the surface density Σ as

Σ(r,φ) ≡
∫

dθ
√
−gρ/

√
gφφ (25)

when we quote it as Σ(r), that denotes an azimuthal average. In later discussion, we will sometimes

normalize the surface density to Σ0, the maximum surface density in the initial condition; in code-

units Σ0 = 0.0956. In Run 3 , Σ(r ∼ 2a) grows steadily for the duration of the simulation, but

after t # 20, 000M , the logarithmic rate of growth (i.e., d lnΣ(r)/dt) gradually becomes slower and

slower. Because a number of azimuthally-averaged properties like Σ(r) all become steadier after

•Also, seen in:
• Self-gravitating Newtonian hydro: 

•D’Orazio++2012
•Roedig++2012



Periodic Signal

ωpeak = 2 (Ωbin − Ωlump) 1 <
ωpeak

(Ωbin − Ωlump)
< 2 0 <

M2

M1
< 1

May be obfuscated by       
“low-pass” filter of disk’s 
opacity: 

0.16
� α

0.3

�
� fsupp � 0.32

� α

0.3

�
-->  Ray-tracing may help
       determine quality of signal       

ΩK(rlump)
rlump � 2.5a

1.47Ωbin



Current & Future Directions



Binary Black Hole Ray-tracing:
•With Billy Vazquez (grad student);
•Use Superimposed Boosted Dual Kerr-Schild black holes;
•Binary “orbits” via rigid rotation;

Bonning++2009



Binary Black Hole Ray-tracing:

Constrained to BBH’s Plane Isotropic

•With Billy Vazquez (grad student);
•Use Superimposed Boosted Dual Kerr-Schild black holes;
•Binary “orbits” via rigid rotation;

Bonning++2009



Dynamic Coordinates to Resolve Binary Black Holes



Load Balancing Domain Decomposition
Regions of Validity
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Wednesday, June 22, 2011

•Different zones of the spacetime vary 
in computational cost of evaluating 
metric;

•Black Holes (or zones) move through 
the grid --> “dynamic” load balancer;

Zone
Relative Cost

Per Cell

Inner 3

Inner/Near Buffer 4

Near 1
Near/Far Buffer 2

Far ~1



Conclusions

•We have the tools to model single black hole accretion disks 
in 3D;

•We have the tools to make observational predictions from 
these simulations; 

•We are in the process of applying these tools to the binary 
case;

•Predicted a periodic EM signal that could be used for 
identifying close binaries by all-sky high-cadence 
campaigns (e.g., LSST, Pan-STARRS);

•Additional computational techniques are required for the 
sake of runtime efficiency, load balancing and scaling to O
(104 - 105) cores;
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MRI Resolution

– 36 –

N3
∼> 790

(

0.1

H/r

)(

β

10

)1/2 (Qφ

25

)

, (B2)

where Nz is the number of cells per scaleheight, H, Qz > 10 is the recommended quality factor of

the simulation, βz ≡ 〈p〉/〈√gzzBz〉. We use spherical coordinates, so Nθ is needed instead:

Nz =
H

∆z
=

H

r∆θ
=

H/r

∆θ
≡ NH/r . (B3)

We see from prior simulations (e.g., Noble et al. (2010)) that β & 10 and βz/β & 50 (the numbers

given in Hawley et al. (2011)) are reasonable for a disk in its asymptotic steady state. At the

beginning of the evolution, β & 100 and βz/β & 1, however. Thus, we have NH/r > 16 cells per

H/r at t = 0, and NH/r > 36 cells per H/r for t ' 0. This is satisfied by the x2 discretization

described in Section 3.3.

The more severe constraint is on the azimuthal symmetry. Both Hawley et al. (2011) and

Sorathia et al. (2011) suggest that past simulations under-resolved the azimuthal direction and

should cover the full azimuthal range φ ∈ [0, 2π] instead of assuming quarter- or half-circle symme-

try. Since ∆φ limits the time step size, we were only able to afford Nφ = 400 as anything larger was

impractical given our computational resources at the time. We were optimistic with this resolution,

however, since the thinnest run of Noble et al. (2010) failed to satisfy eq. B2 yet still resolved the

MRI with Qφ > 25 throughout most of the disk’s body.

We demonstrate how well Run 2 and Run 3 resolve the MRI in Figs. 16, where we show mass-

weighted averages of the Q2 and Q3 MRI quality factors:

Qi =
2π

∣

∣bi
∣

∣

∆xiΩ(r)
√
ρh+ 2pm

. (B4)

The averages were made over x2 and x3 in the following way:

〈Qi〉ρ2 =
∫ 1
0 Qiρ

√
−g dx2

∫ 1
0 ρ

√
−g dx2

, (B5)

〈Qi〉ρ3 =
∫ 2π
0 Qiρ

√
−g dx3

∫ 2π
0 ρ

√
−g dx3

. (B6)

A mass-weighting is used to calculate 〈Qi〉ρ2,3 in order to bias the integral over the turbulent

portion of the disk (the disk’s bulk) rather than laminar regions (e.g., corona, funnel). We find

that the Qz constraint, i.e. 〈Q2〉ρ2,3 > 10, is satisified for all times and regions in either Run 2 or

Run 3 except for the densest parts of the lump at late times in Run 3 . Similarly, the Qφ constraint,

i.e. 〈Q3〉ρ2,3 > 25, is satisified for all times and regions in either Run 2 or Run 3 except for in the

lump at late times in Run 3 .

We also aim to resolve the Outer Lindblad Resonance (OLR). This means that we need about

∼ 10 cells per wavelength of the OLR, λd,

λd =
2π cs
Ωbin

, (B7)
Qθ > 10 Qφ > 25

Sorathia++ 2010, 2011
Hawley++ 2011

Guan, Gammie 2010Noble++ 2010Sano++ 2004



Plasma Beta parameter =  pgas / pmag



Resolution Constraints: MRI
Sorathia++ 2010, 2011

Hawley++ 2011

Guan, Gammie 2010Noble++ 2010Sano++ 2004
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with 32 cells per scale height, the Sano et al. criterion is met only marginally. Although

α increases dramatically when Qz rises past a few, its dependence on resolution (in relative
terms) appears to level out in the range 10 ! Qz ! 20.

3.2. Convergence metric #2: Qy

Maintenance of poloidal field and turbulence requires non-axisymmetric motion. To
estimate how well non-axisymmetric stirring is described by the simulation, we can define a

merit parameter Qy based on the toroidal field and the y grid zone size (Qφ and R∆φ for
global simulations). The toroidal field MRI is nonaxisymmetric, and the linear properties of

those nonaxisymmetric modes are somewhat different from those of the vertical field MRI.
Although the nonaxisymmetric MRI modes depend on toroidal field, the presence of weak
poloidal components can greatly increase the total amplification of nonaxisymmetric modes

beyond what is predicted for a purely toroidal field (Balbus & Hawley 1992). Like the case
of vertical wavevectors, the maximum linear growth rate occurs for wavelengths comparable

to the distance an Alfvén wave travels in one orbit, but mode growth also depends on the
radial wavelength, which evolves due to shear. Further, maximum growth also demands

vertical wavenumbers kz much greater than H−1 (Balbus & Hawley 1992). For shearing box
simulations, the number of y zones required to achieve Qy ∼ 10 is

Ny ∼ 64 (H/4) (β/100)1/2 (Qy/10) (12)

for a y direction spanning 4H . For toroidal modes in global simulations, Qφ = 2πH/(β1/2R∆φ),

where β includes only the toroidal field component. To resolve linear growth of the toroidal
MRI in a full 2π simulation requires

Nφ " 1000 (0.1 R/H) (β/100)1/2 (Qφ/10) (13)

azimuthal cells.

The simulations described in Table 1 are nearly all well-resolved by the Qy criterion;

this is one of the advantages of shearing boxes. Only in one case (the Simon 8 cells per
H run) is Qy < 10. In both the Davis et al. and Simon et al. simulations, the cells are
cubical. Because shear ensures that the azimuthal component of the magnetic field is much

stronger than the vertical component, cell sizes that are too coarse to yield good vertical
resolution can nonetheless be quite adequate to describe azimuthal behavior. However, in

simulations whose grids are elongated in the azimuthal direction, Qy values will be smaller.
In the better-resolved Davis and Simon simulations for example, Qy/Qz ∼ 4 and one might

expect that if ∆y/∆z ∼ 4, Qy would be only comparable to Qz.

– 11 –

numerically converged value?” Because high-resolution simulations can be very expensive in

computer time, it is useful to define metrics of simulation quality that can be calibrated to
a set of standard simulations and then applied to the data of a new simulation. In this way,
how close that simulation comes to convergence may be estimated without the expense of

additional, higher resolution simulations. In the remainder of this section, we discuss several
such quantities.

3.1. Convergence metric #1: Qz

The first such metric comes from the linear theory of the MRI. Noble et al. (2010) used

the vertical field characteristic MRI wavelength to compute a quality parameter Qz defined
by

Qz = λMRI/∆z =
2π|vaz|
Ω∆z

, (10)

where vaz is the z component of the Alfvén speed. The characteristic wavelength λMRI

is close to, but not precisely equal to, the fastest growing MRI wavelength. Wavelengths
λ < λMRI/

√
3 are stable, while all wavelengths λ > λMRI are unstable, albeit with reduced

growth rates ∝ (k · vaz). On the basis of unstratified shearing box simulations, Sano et al.
(2004) suggested that a Qz value greater than 6 was required in order to achieve a linear

growth rate close to the analytic prediction. Considering an isothermal thin disk with only
vertical field in the initial condition, λMRI can be rewritten in terms of the plasma β by
noting that β = 2ρH2Ω2/B2, and hence λMRI = 2πHβ−1/2. Thus, a value of Qz of ∼ 10

requires 1.6β1/2 zones per H when the field is purely vertical; when the field has any other
sort of geometry, β in this expression should be scaled by the fraction of the field energy in

the vertical component, giving a zone total of

Nz $ 16 (β/100)1/2
(

〈v2A〉/〈v2Az〉
)1/2

(Qz/10) (11)

per scale height H . Because the fraction of the magnetic energy in vertical field is often only

∼ 0.01–0.1, the number of zones required for a given β increases by ∼ 3–10.

The second column of Table 1 shows the values of Qz, averaged over the midplane region
(|z| ≤ 0.5H) for our stratified shearing box simulation sample. It is necessary to pick out
the midplane region because |vAz| generically increases sharply away from the midplane.

Consequently, in these simulations in which the vertical resolution is uniform (unlike typical
global simulations), Qz generally increases by 1–2 orders of magnitude from z = 0 to z $ 3H .

These regions with better effective resolution can be important in maintaining the turbulence.
By |z| = 2–3H , β ≤ 1, and the MRI is largely suppressed and the large values of Qz are

less relevant. Comparing the Davis et al. series with the Simon series, we see that even
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Hawley et al. (2011) are:

Nz = 16
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β
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βz
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where Nz is the number of cells per scaleheight, H, and Qz > 10 is the recommended quality
factor of the simulation. We use spherical coordinates, so we need to know Nθ instead. We
know that

Nz =
H

∆z
=

H

r∆θ
=

H/r

∆θ
= Nθ (9)

We know from prior simulations that β ! 10 and βz/β ! 50 (the numbers given in Hawley
et al. (2011)) are reasonable for a disk in its asymptotic steady state. At the beginning of
the evolution—t = 0—β ! 100 and βz/β ! 1, however. Thus, we have Nθ > 16 per H/r at
t = 0, and Nθ > 36 per H/r for t " 0.

This is satisfied by non-uniform coordinate system:

θ =
π

2

[

1 + hs

(

2x2 − 1
)

+ (1 − hs − 2θc/π)
(

2x2 − 1
)n]

(10)

when N2 = Nθ = 160, hs = 0.13, n = 9, θc = 10−15, dx2 = 1/N2, and x2 is the numerical
grid coordinate that is uniform. This grid is is illustrated by Figure 1.

The more severe constraint is on the azimuthal symmetry. The recent works Hawley
et al. (2011); Sorathia et al. (2011) both suggest that past simulations unde-rresolved the
azimuthal direction and should cover the full azimuthal range φ ∈ [0, 2π] instead of assuming
quarter- or half-circle symmetry. The azimuthal resolution recommended in Hawley et al.
(2011) is
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H

∆z
=

H

r∆θ
=

H/r

∆θ
= Nθ (9)

We know from prior simulations that β ! 10 and βz/β ! 50 (the numbers given in Hawley
et al. (2011)) are reasonable for a disk in its asymptotic steady state. At the beginning of
the evolution—t = 0—β ! 100 and βz/β ! 1, however. Thus, we have Nθ > 16 per H/r at
t = 0, and Nθ > 36 per H/r for t " 0.

This is satisfied by non-uniform coordinate system:

θ =
π

2

[

1 + hs

(

2x2 − 1
)

+ (1 − hs − 2θc/π)
(

2x2 − 1
)n]

(10)

when N2 = Nθ = 160, hs = 0.13, n = 9, θc = 10−15, dx2 = 1/N2, and x2 is the numerical
grid coordinate that is uniform. This grid is is illustrated by Figure 1.

The more severe constraint is on the azimuthal symmetry. The recent works Hawley
et al. (2011); Sorathia et al. (2011) both suggest that past simulations unde-rresolved the
azimuthal direction and should cover the full azimuthal range φ ∈ [0, 2π] instead of assuming
quarter- or half-circle symmetry. The azimuthal resolution recommended in Hawley et al.
(2011) is
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